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THEORY OF EQUATIONS
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• Student Activity
• Summary
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\

LEARNING OBJECTIVES

After going through this unit you will learn :
# The theory of equations which comprises of roots, relations between roots and 

coefficient of an algebriac equation
# Horner's synthetic division, transformation of equationand Descarte's rule of sign 

along, with some results drawn 

• 1.1. NUMBER OF ROOTS OF ANY EQUATION
Theorem 1. Every equation of degree n has n roots and no more. 
Proof. Let the equation of degree n be

f[x) - + Oixf ~ ‘ + a^”+ a„-iX + a„ = 0 ..-(1)
provided ao^O.

The equation f,x) = 0 has the roots, real as well as imaginary. Therefore, Let ttj be any root 
of the equation (1), then/(.t) can be written as

-1= (x - a,) (flc/ 
y(x) = (x - a,) (})i{x)

+ ...)
-.(2)

where <))i(x) is a function of x of degree « - 1, such that (})i(ai) ^0. Further let 02 be a root of 
4ii(x) = 0, then ({i|(x) can be written

fl),(x) = (x-a2)
y(-*) = (x-ai)(x-a2)<>2W’ .

Continuing this process upto n times, we obtain
^x) = ao(*-ai)(x-a2)... (x-aj.

From equation (4) it is clear that when x take the values from aj to 0.„.fi.x) comes out be

or

-..(3)

...(4)

zero.
Hence the equation fix) has n roots. Moreover if x takes any value different from 

Ui, a;-.. can not be zero so that^x) = 0 has exactly n roots. Hence the theorem.
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Alf^ebra, Trigonometry and Vectors
• 1.2. RELATION BETWEEN THE ROOTS AND COEFFICIENTS

Let the general equation of degree n be given by
aox" + a^x'~' + 021'’"^ +... +a„.iX + a„ = 0 

where no- a].a2 a„ aif. the coefficients and a(,*0 and let aj, ai. a^.... a„ be the roots of the 
equation (1). Then the equation (I) can be identically written as

qqx" * -v ... +a„-|X + a„ = flo (j:-a|)(j:-a2)... (a -'a„)

aQx" + a\x" '+02^ ^ + ... + a„_ jX + a„ *

...(1)
I

I’

or

aaix" - [lxx{))!' '+(Saia2)x" ^+ ... + (-I)"aia2... a„ ]

where Zoi = aj + 02 + ... + a„
Iaia2 = 010:2 + aia3 + ... ^tc.

Now equating the coefficients of like power of x of both sides we get

. Zaia2 = ~ . 2010203 = - —, 0102 ... a„ = (- 1)" — . ...(2)
«o oo «o

Hence the equation (2) gives the required relation between the roots and the coefficients of
equation.
REMARK f *

If the equation is not complete i.e., some of the terms are missing, then we should first rnake 
this equation complete by adding the missing terms with zero coefficients.

• 1.3. HORNER’S SYNTHETIC DIVISION
In order to find the quotient and the remainder when a polynomial

j{x) = aox" + flix" "' + fl2*'' ” ^ + ... + _ ix + (flo 0)
of degree n is devided by a linear factor (x- a), we use a method given by' Horner, called syiiilteiic 
division. This method is being dicussed as follows :

a ao 0\ «2
OflO 0^1

...(1)

a„-\ a„ 
Olb„.2

b„.i\Rao b| f>2

(1) If the equation (1) is not complete, then first make it complete by adding missing terms 
with zero coefficient.

(2) In the first horizontal line (row) we should write the coefficients oq, a,, 03.... a„. |, a„ of 
the polynomial _/(x).

(3) Since we have to divide the polynomialby x - a, so we should write a to the left of 
the vertical line as shown above.

(4) In the third horizontal line (row) we should write oq and the first term of the second 
horizontal line (row) is obtained by multiplying oq to a and then add this term with a, we obtain 
ii which is the second term of the third row. Next, we multiply bj and a and obtained the second 
term of the second row now adding this ctbi with 03 we obtain third terms of the third row. Continue 
the process in the same way we obtain the last term in the third row which is in fact the remainder 
R while the second last term in the same is bn -1-

REMARK
. I

If the remainder R comes out be zero, then a will be a root of the equation y(x) = 0.

• SOLVED EXAMPLES
Example 1. Find the condition that two _of the roots a, (3 of the equation 

x^ - px^ + qx- r = 0 are connected by the relation a + P = 0.
Solution. Let a, P and y be the roots of the equation x^ - pi^ + qx - r = 0. Then 

a+P+Y=p 
a+p+Y=p

...(1)
From (1)

[•.• a + p = 0]0 + Y = P 
y=p

visa root of the equation x^ - px^ + qx-r = 0\f

2 Self-Instructional Material



Y^-pY^ + ^-r = 0 
p^-p[p'^) + qp-r = Q 
qp-r^O

Theory oj B<it'<iiiou\

[••• y==p\=>
=>

pq = r
which is the required condition.

Example 2. If the two roots ct, p of the equation + px^ + ^x + r = 0 are connected as 
ap + 1 = 0, then show that I+'q + pr + ==0.

Solution. Let a', p and y be the roots of the equation 
x^ + px^ + qx + r=0 

aPY = -r 
(-l)Y = -r

...(1)

[•-• ap + 1 = 0]
y = r

Y is a root of equation (1) if
Y^+PY^ + ^+r = 0. -(2)

Putting the value of y in (2), we get
r^+pr^ + qr+r = 0- 

i^ + pr + q+1=0.
which is the required condition.

Example 3. Find the condition that the sum of two roots of the equation 
X* + px^ + qp'+ rx + s = 0 be equal to the sum of the other two roofj.'

Solution. Let a. p, y and 5 be the roots of the equation

x* + px^ + qx^ + rx + i = 0
a+P+Y+5=-p •

ap4-ay + a5 + pY + p5 + YS = ^
(a + P) (y + 5) + aP + y5 = q

aPY + aY5 + Py5 + aP5 = - r 
ap (y + 5) + y5 (a + p) = - r 

apyS = s
a + P = Y + 5 (given).

...{1)
Then -(2)

-.(3)or

...(4)or
and ...(5)

Also ...(6)
From (2) and (6), we get

a+P = Y + 6 = -|’ •••(7)

From (4) and (7), we get

aP +y5
^ ^ ' Or

, ap+Y5 = —
P

-..(8)or

From (3), (7) and (8), we get/ \ / \ 2rR £ + — = q •2 2 P/ \
p^ -4pq + 8/' = 0or

which is the required condition.
Example 4. If a, P, y are the roots of the cubic x^ + px^ + ^x + r = 0, find the value of 

(p + Y)(Y + a)(a + p).
Solution. We have

*1

a+p+Y=-£ 
aP + PY + ay = 9 

■apy = -r
(P + Y){Y + a)(a+p) = (a + p + Y-a)(a + p + Y-P)(a + p+Y-Y)

= (-p-a){-'p-p) (-P-Y)
= - [p^ + p^ (a + p + Y) + p (ap + Py + ay) + aPyl
= -[p^+p*(-p)+p(q)-r]
= r-pq.

Self-Instructional Material 3
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Algebra, Trigonometry and Vectors • TEST YOURSELF-1
If one root of the equation - px^ + qx 
found from a quadratic.
Find the condition that two roots of the cubic x^ - px^ + qx- r = 0bt equal.
Solve the equation 4x^ + - 23x + 6 = 0, two of its roots being equal. ’■

4. If the equation ax^ + 3bx^ + 3ar + = 0 has two equal roots, show that each of them equals 
be - ad

2{ac-b^}

1. r = 0 be rt times of the other, show that it may be

ANSWERS (

1 12. (pq - 9rf = 4(p^- 3q) {q^ - 3pr) 3.-.-,-6
* 1»» M-

• 1.4. TRANSFORMATION OF EQUATION
Sometimes there arises some difficulties to find the roots of a given equation. In that case a 

process of transformation of a given equation into another equation plays an important role for 
finding the roots of given equation. , -

In this section we shall discuss some important transformation.
(i) To transform an equation into another equation whose roots are the roots of the given 

equation with different sign.
Let the given equation be

f{x) = aQx" + ~' +02^:'’*- + ... + a„.\x + a„ = 0 ...(I)
and let Oi, ... a.„ be the roots of the equation (1).

Now put j: = - y in (1), we get

A->')=ao(->’)" + ai (-yr 
/(->’) = (-ir f«o/-«i/

+ ^2 (- ’ ^ + • • • + On - I {- y) + «/. = 0
+ a2y'’-^-...+(-l)'’-‘n,.,y+(-ira, = 0. ...(2)

-1

-1or
This is the transformed equation.
(ii) To transform an equation into another equation whose roots are equal to the roots of 

the given equation multiplied by a given constant number m.
Let the given equation be

f{x) = aox'' + a^xf''' +ajr” ^+ ... + a„_,j:+ a„ = 0 ...(1)
and. let a,, 02, -.. ct„ be its roots, then (1) can be written as 

OqX" + Qjy "' + a^xn-2 ...(2)+ ... + a„_,;t + a„ =ao (^ - tti) (x-CCj) (jc-a„)

putting y = mx or a: = -^ in (1), we get 
m

xn- i s/i-2\n
1. iL X X/ + a„ = 0+ a + «2 ‘ m

+ ... + a„ _ I^ = aom m * m m

^ =-^[00/+ may -1 + n?a-2yn-2 - Iya„_| +m'’aj = 0+ ... + «"/or
m m

-1 + m^aj y" ^ + ... + m" -1an-\y + ^''a„ = Q.aoy" + ma,y"
. This is the transformed equation.
('ill} To transform an equation into anotherequation whose roots are the recipivcals of the 

roots of the given equation.
Let the given equation be

...(3)or

r

y(x) = aot" + a].*""' +a2*''''^+ ... +a„.jx + a„ = 0 
and let a|, 02, --- a„ be its roots, then we have

aox'' + ay'+ay^ + ... + a„.iX + a„ = aa(x- a,, (x-0.2)

...(1)

...(2)
1

putting a: = — in (1), we get

xn-2/ . \rt - I/ -(i 1 11
.. +a„_i - +tJ„ = 0/ +.+ a + 02 ~= ao - i

y \
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rn Theory of=-^[do + + •-- +‘3n- 1/ . ' +«^/] = 0/or
,y) y

n- I
-1 y + ... + flj y + dfl — 0. ...(3)or

This is the transformed equation.
(iv) Reciprocal equation. An equation which remains unchanged when x is replaced by

I—, is called a reciprocal equation. 
Let the given equation be

f{x) = aox'' + axx" '+a2x'' ^ + ...+a„-iX +a„ = 0. ..,(1)
1Replace x by we obtain.

rn sa(j +a^x + a-iX^ + ... +a„.]x" ,' + a„x!' = 0. ...(2)/
X

• 1.5. REMOVAL OF TERMS OF AN EQUATION
Let the given equation be

f{x) s aox’'+ ai^f '+£J2^ ^a„.iX +a„ = Q -..(1)
if we put x = y + h, we get

ao(>’ + *)'' f-'J! 0’ + ^)n- I n-1 + ... + a„1 (y + /i) + a„ - 0-+ a2(y + /i)
This equation can be written in the decending powers of y as follows :

+ " + (fi - 1) dift y"“^ + + ■ ■ •n- Iaoy" + inaQh + ai)y

Now we want to-remove-second term, then we shall equate to zero the coefficient of y"'

= 0.

we get

ndo/i + fl] = 0 or h = -
noo

, the second termHence we decreased all the roots of the given equation by a constant
/Wo

of the given equation can be removed.
Similarly if we want to remove third term, we put 

n{n-\) + (/I - 1) a|/i +^2 = 0.2 !
Solve this equation we get two values of h and similarly we can remove any term of the given

equation.

• SOLVED EXAMPLES
Example 1. Change the signs of the roots of the equation 

j:’ + + 7x + 3 = 0.
Solution. First making the equation complete by adding missing terms with zero coefficients.

\we get
f[x) s + O’/ + 5x^ + 0-/ - + 7.t + 3 = 0

Put X = - y, in (1), we get
(- yf + 0- (- yf + 5 (- y)’ + 0 (- yf - (- y? + (- y)' + 7 (- y) + 3 = 0 

— y^ + 0-y^ “ 5y^ + Oy^ + y^ + y^ — 7y + 3 = 0 
y’ + 5y® - y^ - y^ + 7y - 3 = 0.

This is the required equation whose roots are same to the roots of the given equation with

...(1)

or
or

contrary signs.
Example 2. Transform the equation 12x^ - 54x^ + 45x -7 = 0 into another equation with 

integral coe^ nts ar '•aving the leading coefficient.unity.
Soli- ;'he g.ven equation can be written as

3 54 2^45 X —~x +

J 3 2.5 7 _
72 ■' ■ 72

-d)or'/

Self-Itistructionai Miilrriol 5



Algebra, Trignnomelry and Vectors
Put y = or j: = ^ in (I), we get

,3 e / \ -T_3fzU5fx^_Z = 0
4 m 8 mm

3 3.2 5 2 7> --my +-my- — m

Now to remove fractional coefficients let us put m = 12 in (2). we get
/-|{12)y' + |(12f^-^(!2)' = 0

/-9/ + 90)>- 168 = 0.

^=0. ..(2)or

iK

or
This is the required equation.
Example 3. Form the equation whose roots are the reciprocals of the roots of the equation 

/-3x^ + 7x^ + 5x-2 = 0,
Solution. The given equation is

x‘-3x’ + 7x^ + 5x-2 = 0
.. .

•••(1)
1 .Putting x = -in (1), we get

x* /.x3fl ^1'-3i iV+ 7 +5 - -2=0
>> >’y

1 -3> + 7/ + 5/-2/ = 0 
2y* - - 7y^ + 3y - 1 = 0.

This is the required equation whose roots are the reciprocal of the roots of (1). 
Example 4. Remove the fractional coefficients from the equation

Solution. The given equation is 

2x^-

\ y
or
or

1 3 = 0.--X +8 16

3 2 1
..CD2"* 8

Putting X = ^ in (1), we get

2 D -IW 4W+^=oId2 m 8 mm
%

^ = 0or

Let us put m = 4, we get
2/-|(4)/-^(4)V + ^(4)' = 0

2y^ - 6y^ - 2y + 12 = 0 or y^ - 3y^ - y + 6 = O.or
This is the required equation.
Example .5. Solve the following reciprocal equation 

X*- 10x^ + 26x^- 1Q*+ 1 =0.
Solution. The given equation can be written as 

xS 1 - 10(x^+x) + 26x^ = 0.
Divide by x^, we get

/ . \
x^ + 4 - 10 x + - +26 = 0. 

x^
V y V /

Let us put X + - = y and x^ + -^ = y^ - 2 in (1), we get 
•* X

y^-2-I0y + 26 = 0 or y^-10y + 24 = 0’ 
y^ - 6y - 4y + 24 = 0 or (y - 6) (y - 4) = 0 

y = 4,6.

x + - = y if y = 4, then x + - = 4 
X X

...(D

or
1'-

of

Since
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4±Vl6-4 4±2V3'_. , .jT

2
Theory of Eqitalioiis

- 4a: + 1 = 0 or x =or 2
1y = 6, then x + - = 6 
X

x^-6x+l=0 orx =

Hence, the roots of the given equation are 2 ± 3 ± I'JZ.
Example 6. If a. are the roots of the cubic - px^ + qx - r = Q.form the equation whose

if

6±V36-4or. 2

11 1roots are py + -, ya + p, a 3 + --

Solution. Since the given equation is
- px^ + qx- r = 0 ...(1)

and a, P, y are its roots, then
a + 3 + y=p, ap+py + ay = <7.aPy = r.

Let y be a root of the required equation. Then 
„ 1 aPy+l

r+ 1

r+ 1

V ’ *

a .

{■•■ x = a)

X =
y

Substitute this value of x in (1), we get 
r+ 1

s3 2 r+ 1r+ 1 -r = 0+ <7 ■L'-P
y y y

p(r+if , q(r+l) 
3 2 -r = 0or

yy y
(/•+l)^-p(r+l)^y+ q(r+l)y--ry^ = 0 
ry^ - (r + 1) y^ + p (r + l)^y - (r + 1)^ = 0.

This is the required equation.
Example 7. Remove the second term of the equation x'* + 4x^ + 2a:^ - 4x - 2 = 0.
Solution. Suppose the roots of the given equation are diminished by h so put y = x - /i or 

x = y T h in the given equation, we get
(y + /!)“ + 4 (y + /t)^ + 2 {y + /j)^ - 4 (y + /i) - 2 = 0 
(y‘* + 4/iy^ + 6/i^y^ + Ah^y + /i*) + 4 (y^ + 'ihy^ + 3/i^y + h^)

or
or

+ 2 (y^ + 2y/! + /i^) - 4y - 4/i - 2 = 0
y*' + (4/i + 4) y^ + (6/i^ + \2h + 2) y V (4/i^ + 12/i^ + 4/i - 4) y

+ {h‘^ + 4/i^ + 2h^ - 4/? - 2) = 0.
or

...(1)
In order to remove the second term let us put 

Ah+ 4 = 0 or /i = - 1
substitute this value h in (1), we get

y''-4y^+l=0.

• 1.6. DESCARTE’S RULE OF SIGNS
Before discussion of descarte's Rule of sign, we must remember "the following theorems 

(without prooO :
Theorem 1: Let f{x) be any polynomial. If a and b two real numbers such that f(a) and 

f{b) are found of opposite signs, then alleast one or an odd number of real roots of the equation 
f(x) = 0 lie between a and b.

Iff (a) andf{b) are of the same sign, then either no real root or an even number of roots of 
the equation f (x) = 0 lie between a and b.

Theorem 2: Letf (x) be any polynomial. Iff(x) keeps its sign constant for all real values of 
X, then the equation /(x) = 0 has no real root.

Descarte’s Rule of Sign determines the nature of the roots of the equation/(x) = 0 without 
actually finding its roots, before going into the detail of the rule, we first try to understand the 
changes of signs in a given polynomial whose terms are arranged in descending or ascending order.

Self-Instructional Material 7



Algebra, Trigonomeny arui Vectors Changes of Signs : Consider the polynomials
(i) f(x) = x^ + 3x‘‘-5x^ + 6x^ + 2x-7
(ii) g (x) =x* - 4x^ + 5x^ - 7x - 3 
(i) In/(x) we write each terms with sign as follows : 
f(x)- 
Signs
Here we observed that the change of signs occurs with terms are as follows :

5 4 6;c'3a: 2x 7■» X

4 + + + +

3x‘* 5.-P 6x^ 2x 7
+ +

No change Cliange Cliange No chtinge Change
Clearly, there are three changes of signs in /'(x). 
(ii) Similarly

♦ x‘^ 4x^ 5x^ 7x 3
Sign +

Change Change Change No change
Clearly, there are three changes of signs in g (x).
Next, we try to understand, what is Descarte’s rule of sign ?
For posiive roots : An equation/(x) = 0 cannot have more positive roots than the number of 

changes of signs ir/(x).
For negative roots : An equation/(x) = 0 cannot have more negative roots than the number 

of changes of signs in/(-x).
For complex roots : If/(x) = 0 is an incomplete equations of degree N and/ (x) has p changes 

of signs and/(-x) has n changes of signs, then/(x) = 0 has almost p + n real roots and has atleast 
A'- (p + n) complex roots.

Remark : Iff (x) = 0 w ci complete equation of degree n, then we cannot draw any definite 
conclusion regarding the existence of complex roots.
IMPORTANT RESULTS DRAWN FROM DESCARTE’S RULE OF SIGN

Result 1 : Every equation of an odd degree has at least one real root whose sign is opposite 
to that of its last term, the coefficient of the first terms being positive.

Proof : Let/(x) = aox" + aix" " ‘ + a2x" *' + 
polynomial of odd degree.

Then we have

+ _ |X + with oq ^ 0 and n is odd, be a

/(-~)<0

/(“)>0

('.■ n is odd)

and
Now we have two cases here.
Case I: If is positive, then/{- 0°) and/(O) have opposite signs, thus/(x) = 0 has at least 

one real root between - =» and 0 which is negative i.e., opposite to the sign of a„.
Case II : If a„ is negative, then/(0) and f{°°} have opposite signs, ihus/(x) = 0 has at least 

one real root between 0 and <» which is positive i.e., opposite to the sign of a^..
Result 2 : Every equation of even degree, whose last term is negative and the coefficient of 

the first term is positive, has at least two real roots, one positive and one negative.
Proof : Let f(x) =aox" + flix"'' +a2x""^ + 

degree n (n is even), then
+ a„.[X + a„ (ofl *0) be a polynomial of

/(-oo)>0, f(Q) = a„ and /('»)>0
As < 0 so that/(- «) and/(O) have opposite signs, thus /(x) = 0 has atleast one real root 

lying between - oo and 0 and it is negative.
Also/(0) and/(oo) are of opposite signs, thus the equation/(x) = 0 has atleast one real root 

lying between 0 and » and it is positive.
Hence, /(x) = 0 has atleast two real roots one positive and one negative.
Result 3 : If an equation has only one change of sign, it must have only one positive root and

no more.

8 Self-Instructional Material



Theory of EquuUonsProof; Let/(jr) = 0 be an equation. Without any loss of generalty we may assume that the 
leading coefficient (coefficient of highest degree term) is positive.

Since/(j:) = 0 has only one-change of sign, then f{x) = 0 must have a set of positive terms 
followed by a set of negative terms, which gives a conclusion that the constant term of f{x) = 0 is 
negative.

Therefore, we have
/(oo)>0 .and /(0)<0 (As/(0) is the constant term)

Since/(»).and/(0) are of opposite signs, thus f{x) = Q has at least one real root lying between 
0 and «=. But f{x) has only one chai^^df sign so hat the number of positive root of/(x) = 0 can 
not more than one. Hence/(a:) =0 has only one positive root.

Result 4 : If all the terms of an equation are positive and the equation involves no odd powers 
ofx, then all its roots are complex.

Proof: Let/(j:) = 0 be an equation having all terms positive and it involves no odd powers 
of X, then/(x) .and/(-A:) will have no changes of signs. Thus, by Descane’s rule of signs, 
f{x) = 0 will not have any positive or negative root. Hence ail the roots of/fx) = 0 must be complex.

Result 5 : If all the terms of an equation are positive and the equation involves only odd 
powers ofx, then 0 is the only real root of the given equation.

Proof: LeXf[x) =0 be an equation haviiig all terms positive and it involves only odd powers
of X.

As f(x) = 0 has only odd powers of x. so that f(x) = 0 has no constant term, which implies 
that a: = 0 must be a root of /(at) = 0,

Thus,/(a) can be written as
fM~xg(x)

Now g (x) = 0 has all terms positive and it involves no odd terms, then by Result 4, all the 
roots of g (a:) = 0 must be complex. Hence. a« 0 is the only real root of/(a:) = 0.

• SOLVED EXAMPLES
Example 1. Show that the equation

x^ + ix^ ~ 5x + I ~0
has atleasi four imaginary roots. 

Sol. Let /(a)sa® + 3x^-5a+1 =0 
Clearly,/(a:) has two changes of signs so/{a:) = 0 has-not more than two positive roots. 
AIso/(-a) = / + 3a^ + -5a; + 1 has no changes of signs so/(i) = 0 has no negative root. As 

degree off {x) = 0 is 6, hence/(a:) = 0 has at least 6 - (2 -H 0) = 4 imaginary roots:
Example 2. Apply Descarte's rule of signs to discuss the nature of the roots of the equation 

x*-i-l5x^ + lx-n=0.
/(a) = a:‘‘+I5a^ + 7x-II=0Sol. Let

Clearly,/(A) has only one change of signs, so by Descarte’s rule of signs,/{A:) = 0 has at most
one positive root. 

Also /{«>)>0 and /{0) = -ll<0. ,
Since/(0) and/(») are of opposite signs, then/(x) = 0 has one or odd number of real roots 

lying between 0 and «>, But f(x) = 0 has almost one positive root.
Hence/(a:) = 0 has only one positive root.

/(-A) = /+15A:'-7Ar-lL
Clearly,/(-a:) has only one change of signs, so that fix) = 0 has almost one negative root.
Also f{- ^) > 0 and/(0) < 0. which implies that/(x)= 0 has one or odd number of real roots 

lying between - «>.and 0. But/(x) = 0 has almost one negative root. Hence/(a) = 0 has only one 
negative root. Further, degree of/(A:) = 0 is 4 so that/(at) =0 has other two roots imaginary.

Example 3. ,Locate the positions of the roots of the equation x +x^-2x- I = 0.

/(x) = x^ + a^-2x-1 =0.
Clearly,/(x) has one change of signs so that/(x) = 0 has atmost one positive root. But 

/(0) = - L/(l) = - 1 and/(2) = 7. which implies £hat/(x) = 0 has one or odd number of roots lying 
between 1 and 2.

Therefore,/(x) = 0 has none positive root lying between 1 and 2.

Next

Sol. Let
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Clearly,/(-x) has two changes of signs so that/(x) = 0 has almost two negative roots. But 
/(O) = -!./(- 1) =!,/(-2) = -l.

Since/(- 1) and f/{0) are of opposite signs so that one negative root less beween - 1 and 
0, Also/(-2) and /(- 1) are of opposite signs, so that one negative root lies between -2 and 
- 1.

Now.

Hence, all the three roots of/(x) = 0 are real and lying in open intervals (- 2. 1). (-1.0)
and (1,2).

• STUDENT ACTIVITY
3 2Find the value of r so that the root a, P of the equation x - 3x^ + 2x - r = 0 are connected by 

the relation a + P = 0.
1.

2. Reduce the equaion Ax* - 85x^ + 357x^ - 34CU + 64 = 0 into reciprocal quation.

• SUMMARY
Every equation of degree n has n roots no more. 
If a,. Oj. a3. a„ are the roots of the equation

Qqx" + a\x""' + ^ + + a„.ix + a„ = 0 (ao#0)
then \

tzi a-i
Sa, = - —. Za,«y = a?

cc. = (-l)"-., S a,0,01 =
oq

Reciprocal equation ; An equation/(x) = 0 is said to be reciprocal if/{x) = 0 remains the same

010203
% «0

1when X is replaced by - .

Descarte’s Rule of signs : (i) An equation/(x) = 0 can not have more positive roots than the 
number of changes of signs in /(x).
(ii) An equation/(x) = 0 can not have more negative roots than the number fo changes of signs
in/(-x).
(iii) If an equation/(x) = 0 has almost p positive roots and has almost n negative roots, then 
/(x) = 0 will have atleast N-(p + n) complex roots if N is the degree of/(x) = 0.
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• TEST YOURSELF-2

Change the signs of the roots of the equation + ix - 9 = 0.
2. Transform the equation x^ - 4x^ ~ 9 “ ® another equation with integral coefficients

and having leading coefficient unity.
3. Transform the equation Sx* - 5;t^ + + 1 = 0 into another equation with integral

, . coefficients having leading coefficient unity.
4. Find the equation whose roots are twice the reciprocals of the roots of

;■ ' / + 3x^-dr^ + 2x-4 = 0.
5. Remove the fractional coefficients from the equation

5 2 7 1

6. Remove the fractional coefficients from the equation
4 5 3 

^ 12
13 2 1- —X + = 0.300

7. Solve the following reciprocal equations ;
(1) dr®-25jc^ + 3l/-3U^ + 25x-6 = 0 
00 - 5^“ + 9jt^ - + 5.r - 1 = 0.

8. Find the equation whose roots are the squares of (he roots of the equation 
x'‘ + x’ + 2r^ + x+!=0.

9. Remove the second term form the following equations :
(0 x^-6x^+lQr-3=0 
(iii) + 5x'^ + 3x^ + + X - 1 = 0

1®- If a, 6, Y are the roots of the equation x^ + ox + r = 0, form the equation whose roots are
0 (a 0 r 0(..O'a-- , (!-- . y-2

(ii) x‘’+8x^ + x-5 = 0

(i) a(P + Y).P(Y + a),Y(a+P)

11. Show that the equation 2x^ - x** + 4x^ - 5 = 0 has atleast four imaginary roots.
12. Apply Descarte’s Rule of signs to discuss the nature of the roots of the equation

x^ + 4x^ + 9x+!0 = 0.
13. Locate the positives of the roots of the equation 4x^ - 13x^ - 31x - 275 = 0.

Prove that the equation x^ - x + 16 = 0 has two pairs of complex roots.14.

ANSWERS

2. - 24y^ + 9y - 24 = 0.
4. y* - + dy' - 6y - 4 = 0.
6. y*-25y’-975y^ +2700 = 0.

(ii) !,|(]±iV3),i(3±V5).

1. y^-4y^-3yV8y + 9 = 0. 
3. y*-5y^ + 3y^-9y + 27=0. 
5. y^-15y^-!4y + 2=0.

2. «

8. y‘‘ + 3y^ + 4y^ + 3y + 1 = 0.
9. (i) y^-2y+l=0

(iii) y^-7y^+12y^-7y = 0
10. (i) y^-2qy^ + q^y + r^ = 0

(ii) y‘'-24y^ + 65y-55=0

(ii) 8y^+ 12y^ + (6 + 8q)y + (8r+4q+-1) = 0.

OBJECTIVE EVALUATION 
FILL IN THE BLANKS :
1. If ai. a2’ • • • “n are the roots of the equation fix) = 0 where fix) = a(/' + nix"

then the product of the roots is.........
2. If l,a,.a2,---On-1

(l-ai).(l-a2).-.(l-a„_i)is........

-1

of x" -1 = 0, then the value of
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—. X lS............a p

4. If a, p, Y are the roots of the equation - Sjt - 3 = 0, then the equation whose roots are
-a.-P,-yis.........

TRUE OR FALSE :
Write ‘T’ for True and ‘F’ for False ••
1. Every equation of odd degree has at least two real roots.
2. Every equation of even degree with last term negative has at least two real roots
3. To remove the second term of the equation acw" + fli-r" a/, = 0, we diminish it's 'all

roots by h

3. If a, P are the roots of + bj; + c = 0, then the equation whose roots are

(T/F)
IT/F)

■ V~a\
(T/l)

4. If a and P are the roots oi:? + bxF c-Q, then the equation + (b - 2) j: + c - b + 1 = 0 has 
the roots a + 1, P + 1.

MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

(T/F)

. ^

1. If l.aj.aa,... ttn-1 are .the .roots of V'-lsO, then the value of 
(I-ai) (1-02) ••• (1-On-l) is :
(a) « - 1
If a, p,Y are the roots of the equation x^Fqx + r = 0, then the equation whose roots are 
111

(d)(b)n (c) n + 1
2.

a'p'Y'
(a) rx^ + qx^ +1=0 
(c) r:? Fq:? -\=Q

2 2 2 If a, P are the roots of x -x + 1 = 0, then the equation whose roots are a^. .p^ is :
(a) x"* + + I = 0
(c) x** - + 1 = 0
To remove second term of the equation x‘* + 8x^ + x - 5 = 0 we diminish its all roots by : 

(b)3
If a. p, Y are the roots of the equation x^ +px + r==0 then a + P + y is :

(b) -p

(b) rx^ - qx^ +1=0 
(d) - ^x + r = 0.

3.

(b) + X + 1 = 0
(d) x^ + X - 1 = 0.

4.
(a) .2 (c)'2 (d) - 3.

5.
(a) p (c)0 (d) 1.

ANSWERS
Fill in the Blanks :

1. (-1)"^ 3. cx^ + bx + a = 0 4. x^-5x+ '3=02. n
oo

True or False : 1. F 2. T 
Multiple Choice Questions :

3. T 4. T
1. (b) 2. (a) 3. (b) 4. (c) .5. (c)
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Soliilioit ofCubir Eqtiaiiiiii'.UNIT

2
SOLUTION OF CUBIC EQUATIONS

STRUCTURE

• Cardan's Method to Find the Roots of A Cubic Equation
# Solved Examples

# Student Activity
# Summary
# Test Yourself

LEARNING OBJECTIVES

After going through this unit you will be learn :
# How to calculate the roots of a cubic equation using Garden's Method.

• 2.1. CARDAN’S METHOD TO FIND THE ROOTS OF A CUBIC EQUATION
Let the genera! cubic equation be

+ 3a)X^ + 3a^ + 03 = 0.
First reduce this equation (1) into an equation having no second degree term • j.e.. 3a]X^. The 

equatiorj (1) is reduced to the following equation.
z^ + 3Hz+G = 0

2 2 3H = apfli “«). G = cpCj - SaoCja^ + 2fl] and z = a^jx + ai- 
z = u + v.

.-.(I)

...(2)
where

-.(3)Let us assume 
Cubing both the sides of (3), we get

2^ = (u + v)^ = «^ + + 3uv (« + v) = + 3hv (z)
z’ = + 3mvz or z’ - 3uvz - (u^ + v^) = 0. ...(4)

Comparing (2) and (4), we get
-H,u+v^ = -G or uV = (-W)\m^ + v^=-Guv =

hence are the roots of the quadratic equation given by 
!^ + Gt-H^ = 0. ...(5)

Solving (5), we get
- G ±

t = 2
G + Vg^ +} •••(6)

2
3 -G-VG^ + 4//^

-.(7)and V = 2
From (3), we get

z = .-| + ^VgU^

From (6) and (7) .it is obvious that each u and v will have three cube roots and hence from 
(8), z will have nine values. But the degree of the equation (2) in z is three so it must have three 
roots i.e.. three values ofz. Since we have that uv = -H, therefore the cube roots are taken in pairs 
so that uv = - W. Hence we shall take the pair of cube roots as 

u, V ; uO), vo)^; uu)^, vco
where w and are the imaginary cube roots of unity. Therefore the roots of the equation (2) are

-.(8)
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Algebra, Trigonometry and Vectors M + V, uCO + v(D^, ub)^ + VCO 
and hence we can find the roots of the equation (1) by the relation z = aQX + af corresponding to 
M + v, uco + vC!)^ and + v©.

//

• SOLVED EXAMPLES
Example 1. Solve the equation - \5x-\ 26 = Q by Cardan's method. 
Solution. Since the given equation is

15x- 126 = 0
X-U + V

...(1)
and let the solution of (1) be 

Cubing (2). we get
...(2)

= (m + v)^ = + 3uv(u + v)
x^ = m^ + v^ + 3uv(x)

- "iuvx - («^ + v^) = 0.
The equations (1) and (3) are same so comparing the coefficients of like terms,"'we get

[■-■ X = W|+_v]or
...(3)or

153«v=15 or uv = ~ or «^v^=125
3

H^ + v^= 126
hence are the roots of the quadratic 

f^-1.26f+125 = 0

and
\

(f-125Kf--l) = 0.r=125,r=l 
„3=i25,v^ = 1 or h = 5.v=1.

Thus the roots of (1) are given by
M + V, MtO -t- V(0^, uts^ + vio

1 iVTwhere tu = -T +2 2
m+v=5+1=6 
M© + = 5© + ©■ = 4© + © +

= 4©- 1
= 4^4 + ^-!=\3^-i2^l3

«©■ + v© = 5©^ + © = 4©^ + ©^ + © = 4©^ - 1

(•,• 1 + © + ©- = 0)

2
and

2 2
- 1 = - 3 - i I'fT.

\ /
Hence, roots are 6, - 3 + 2j'/T, - 3 - 21^3"-
Example 2. Solve the equation - I5x^ - 33x + 847 = 0 by Cardan's method. 
Solution. Since the given equation is

x’--15x^-33x+847=0.
First we remove the second term i.e,, - I5x^ by diminishing each of its roots by (he constant

...(1)

= -^ = 5.0|
/i = - •3x1nao

Now using synthetic division method

5 I - 15 -33 847
5 -50 -415

1 - 10 - 83 4
32

-25+
5

-1081 -5
5

1 0 X'
T •

1

Thus the transformed equation is (without second degree term)
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2^- 108^ + 432 = 0 ' 
z = x-5

SohiliiM oj Cjil)k E/}iw!itw>...(2)
where

Let the solution of (2) be
...(3)z = u + V

Cubing (3) of both sides, we get
- 3uvz - (u^ + v^) =0.

The equation (2) and (4) are same so we have
= 36.u^ + v^=-432 or «^^ = (36)l 

are the roots of the equation + 432/ + (36)^ = 0 
- 432+ V(432)^-4(36)^

...(4)

uv

432
= -216/ =

2 2
u^ = -216, v^ = -216 

k = (-216)‘''^ = -6, v = (-216)
The roots of (2) are

u + V,H(u + v(D^ HO)^ + v(i) i.e., Zi = m + v = -6-6 = -12
Z2 = - 6(0 - 6(0^ = - 6(to + co^) = - 6(- 1) = 6 
Zj = - 6(0^ - 6co = - 6(0)^ + co) = - 6(- 1) = 6. 

Therefore the roots of given equation (1) are 
a:)=Zi + 5 = -12 + 5 = -7 
X2 = Z2+ 5 = 6 + 5 = 11 
X3 = Z3+ 5 = 6 + 5 = 11

Hence the roots of the given cubic equation, are - 7, 11, 11. 
Example 3. Show that the roots of the equation - 3^: + 1 = 0 are

2n 8n 14tc2 cos ~' 2 cos ~ • cos g

Solution. Since the given equation is 
.t^-3x+i=0
X = U + V.'

Cubing (2) of both sides, we get

Since (1) and (3) are same so we have 
HV = 1, = - 1

= l,«^ + v^ = -l. 
are the roots of the following equation /^ + / + 1 = 0. 

- 1 ±vll -4

...(1)

...(2)Let

...(3)

5..3U Vor

/ =
2

- 1 ±'i'l3
t =

2
1
2 2

From (2), we get
sl/31/3f > ' "2^2 ...(4)

Change the complex number on R.H.S. of (4) into polar form by putting

= r sin 0VJ1- - = r cos 6, -y 

1 r^l 

lanB = -'JT ^

x = (rcosQ + iVsin 9)’'^ + (r cos 0- ir sin 0)'"^^

2nn + 0 . . 2nn + 0+1 sin

and

2«Tt + 0 , . 2fl7C + 0- (sin -------1/3 + coscos -= r 3 333
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Alyebrn, Trigonometry artd Vectors 2nn + 01/3 , /I = 0. 1,2= 2/-'—cos 2 

2(1)'^'cos I
. 271 + 0 . f 271 271 ,

.V; = 2 COS---------= 2 COS = 2 cos —

, 471 + 0 ,,
+3 = 2 cos—~— = 2 cos “ +

271
= 2 cos —^1 = 9

871

47t 271^ 1471
- =2cos—.

• STUDENT ACTIVITY-.i
Explain Cardan's method.1.

\
2. Find the roots of the equation + 1 Ix - 6 = 0 using Cardon's method.

• SUMMARY
* Cardon’s Method
Step 1 : First reduce the equation aQpp + 3aiX^ + 3a2X + qq = 0 to the form + 3Hz + C = 0 where 
H -a(fi2 - a], €2 = 0^3 - 300^102 + 2a| and c = <iot+ aj.

3 3 3Step II : Put 2 = M + V in z + 3Hz + G = 0 and find a quadratic whose roots are u'’ and v'’.
Step III : Find and and then find u and v.
Step IV : The roots of + 3Hz.+ G = 0 are given by'm + v, «tu + vto^, + vto.
Step V : The roots of the given equation are given by the equation z = no* + «].I

• TEST YOURSELF
Solve the following cubic equations by Canton’s method : 
1. jc^ + 6x^ + 9,* + 4 = 0. 2. jc^ + 6.r^-12j: + 32 = 0.
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S(}luiUin of Cubic Ei/iiiiUoin4. 10 = 0,
6. - 18x - 35 = 0.
8. x^-15x^-357x + 5491=0. 
10. x^-6x-9 = 0.
12. 8flV-6flx + 2sin3/l = 0.

3. x’-21x-344 = 0.
5. 27x^ + 54x^+ 198x-73 = 0.
7. x^ - d* -"9 = 0.
9. x^ + 3x^-27x+ 104 = 0.
11. 2x^ + 3x^ + 3x+ 1 =0.
13. 64x^ - 144x^ + 108x - 27 = 0.

ANSWERS -uC •

3. 8, (- 4 ± i 3%/f).2.-8,(l±i>^)-'4,- 1.- 1.
4 + 3(2)'^’ + 3(4)’^, 4 + 301(2)'''^ + 3co^(4)*^, 4 + 3co^(2}'^ + 3co(4)‘'^ where (O

1.
-- + -VT 

2~24.

'_5
2“ 2 '

i+di' 
2~ 2

\ z'
n3^^ •

I f_l + 2JI
3’ 6 “ 2\

9.-8.^(5±i2^).

1 j(3±VIo. 8. - 19.17, 177.-,, 6. 55. I

1 f
2~ 210. 3, 11.

2’
1 . f— sin

3 3 31 .1 ?-4 13. -•12. — sin A. “ sin 4 4 43 aaa

OBJECTIVE EVALUATION 
Fill in the blanks :
1. To solve the cubic equation aox^ + 3aix^ + 3a2^ + <13 = 0 by Cardan’s method, we first remove

the second term by diminishing its roots by /i =........
2. The cubic equation + 3flix^ + 3a2X + 03 = 0 reduces to + 2Hz + G = 0 by Z = aqx + a\, 

then G equals ...
3. If c = K + V is a

3 3
l< V =.................

TRUE OR FALSE :
Write ‘T’ for True and ‘F’ for False :
1. The equation + 2Hz + G = 0 has two equal roots if G^ + 4W^ = 0.
2. A cubic equation with real coefficient has at least one real root.
3. The equation x^ + 3//x + G = 0 all its roots real if G^ + 4H^ > 0.
MULTIPLE CHOICE QUESTIONS :
Choose of the most appropriate one :
1. If z = i< + v is a solution of z^ + 2Hz + G = 0. then equals :

(c) W
2. If z = 1/ + V, z = HO) + v'to^ are two roots of ^ + 2Hz + G = 0 then its third roots is 

(a) Kco^ + vto (b) «co' - vco ( c) uco - vto^
3. If z = u + V is a solution of z’ - 12z - 65 = 0, then u and v are the roots of the quadratic ;

(b) r^-65r + 64 = 0
(d) + 64r + 65 = 0,

solution of the cubic equation z^ + 2Hz + G, then = and

(T/F)
(T/F)
(T/F)

(d) - H.(a) G (b)-G

(d) u-v.

(a) + 65/ - 64 = 0
(c) /^ - 64/ + 65 = 0

ANSWERS
1.----^ 2. 0^13 - 3aoaia2 + 2ai 3. - C, -

tiflO

1. T 2. T

Fill in the Blanks :

3. FTrue or False :
Multiple Choice Questions : 1. (b) 2. (a) 3. (b)

□□□
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3
SOLUTION OF BIQUADRATIC EQUATIONS

STRUCTURE

• Descarte’s Method for Finding the Roots of a Biquadratic Equation
• Ferrari’s Method for Finding the Roots of a Biquadratic Equation
• Solved Examples

• Student Activltiy
• Summary
• Test Yourself

, LEARNING OBJECTIVES

After going through this unit you will learn :
• How to calculate the roots of the biquadratic equations using Discarte’s and Ferrari’s 

Method

• 3.1. DESCARTE’S METHOD FOR FINDING THE ROOTS OF A 
BIQUADRATIC EQUATION

Let the equation of a biquadratic be
+ 6a2X^ + Aa^x + 0^ = 0.

First we remove the second term i.e., 4aix^ from (1) be diminishing each of root of (1) by a
...1!)

«iconstant h = - , we get
noo

z + 6Hz^ + 4GZ + = 0

H = 00^2 - Ub G = oo flj - 3<ioaia2 + I = ^004 - AaiOj + 3a2 and z = <»(>* + fli- 
Let us assume

.'..(2)
where

+ 6Hz^ + AGz + all - s {z^ + iz + l){z^ -kz + m). 
Now equating the coefficients of like powers of z, we get 

l + m-k^ = 6H. k(m - f) = 4G. fm = / - 3H^.
Solving first two of these equations for I and m, we get

2l = k^ + 6H-''^

and 2m = k^ + 6H + ^ 
k

k -..(A)

Substitute these values of 1,m in the following equationlm = ^l- 3W', we get

k
k^ + tH + ^ =A{e^I-3H^)

{k^ + (,Hk - 4C) {k^ + (sHk + 4G) = 4 [al I - 3W^) 
k^ + \2Hk* + Ak\\2H^ -all)- 16G^ = 0.

This is a cubic equation in so it will always have one positive real value of fp'. when 1^ is 
known, then the values of I and m are obtained from the equation (A). Thus the biquadratic (2) is 
obtained as the product of quadratics {z^ + kz + f) and {z^ -kz + m).

or
-(3)

Now solving these two quadratics
^ A- lz +1 = 0 and z - kz-*- m = 0
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Soluiicn rif Biqundrtuic Equiiiidii',and finally from the transformation z = 0(}X + t3, we obtain the solution of the given biquadratic 
(1) corresponding to the roots of the equations

z^ + kz + l = 0 and z^ - kz + m = 0.

• 3.2. FERRARI’S METHOD FOR FINDING THE ROOTS OF A 
BIQUADRATIC EQUATION

Let the equation of a biquadratic be
X* + 'la^x^ + a-^ + la-^x + 04 = 0.

' Now adding (ax + b)^ to each side of (1), we get
X* + la^x^ + 02-*^ + 2ajX + 0^ + (ax + b)^ = {ax + b)^

X* + 2a]X^ + (02 + a^)x^ + 2(aj + ab)x + (04 + b^) = {ax + b)'.
In order to determine a and b make the left side of above equation a perfect square. Suppose 

the perfect square of left side of (2) is (x^ + aix + kf, then
X* + 2aiX^ + (<i2 + a^)x^ + 2(03 + ab)x + {a4 + b^) s (x' + a,x + k)^.

Comparing the coefficients of like powers of x of (3), we get 
a^i + 2k = a2 + a^ a,k = aj + ab, k^ = ai + b^.

Eliminating a and b between these equations, we get 
{2k + ai - ai){k^ - 04) = {axk - a-if 
2k^ - ail? +' 2{aiaj - ai)k - fl^«4 + 0304 - ^3 = 0.

This is a cubic equation in k so it must have one real values of k. This real value is obtained 
by trial method. Once we obtained the value of k we thus obtain a and b and then put these values

...(1)

-.(2)or

...(3)

.-.(4)or

in (3) and using (2), we get
{x^ + aix + k)^ = {ax + b)^

x^ + aix + k = ± {ax + b).
Thus the given biquadratic is obtained as the product of two quadratics 

+ (fli - a) ;t + (^ - i) = 0 
x^ + {ax + a) X + {k + b) = 0

or

.-(5)and
On solving these quadratics we finally obtained the solution of the given quadratic.

• SOLVED EXAMPLES
Example 1. Solve the equation x - 3x^ - 42a: - 40 = 0 fcy Descarte's method. 
Solution. Since the given equation is 

a‘‘-3a:^-42a:-40 = 0.
x‘-3x^-42x-40^{x^ + kx + [)(x^-kx + m) = 0.

...(1)

...(2)Let us assume 
Equating the coefficients of like powers of x, we get

l + m-k^ = -3 or / + m = -3 + /:^ ..-{3)
42 ...(4)k{in-l) = -42 or m-l = - ^ 

lm = - 40-

and

-(5)and
Solving (3) and (4), we get .

2/ = - 3 + fcH k
Substitute the values of / and m in (5) we get 

k

2m =

and

k
4(- 40)

{k^ -3k- 42){k^ - 3 + 42) = - 1604^
(^3 _ _ (42)2 ^ or - 6k* + I69k^ - 1764 = 0.

or
or

Let = t. then we get
t^-6f^+ 169/- 1764 = 0,
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Algubrn, Trigbnomelry and Vectors By trial method it is obvious that f = 9 satisfies above equation.
k^ = 9 or ^ = ± 3.

Taking k = 3, then (3) and (4), we get
l + m~6 and m-/ = -14.

Hence

Solving these equation for / and m, we get / = 10, m = -4 therefore from (2) we obtain the 
given biquadratic as the product of two quadratics

(x^ + 3:r+10)(jr^-3x-4) = 0.-
Solving these quadratics respectively we get the required solutions

-2±(V^^ = 4,- 1,

Example 2. Solve the equation - 10 = 0 by Descorte'i method.
Solution. Since the equation is

X* + 8jr^ + 9x^ - 8;t - 10 = 0,
First we remove the second term i.e., 8a:^ by diminishing each of its roots by a constant

2

••-(1)

8ai
/i = = -2.41two

Using synthetic division method ;

-2 8 9-8-10
-2 -12 6 4

1

1 6 -3 -2
-2-8 22

-6

4 -11 
-2 -4

201

1 -152
-2

1 0
1

Thus the transformed equation is
z* - 15z^ + 202 - 6 = 0 ...(2)

where z = x + 2 
Let us assume z* - + 202 - 6 s (z^ + kz + l){z^ -kz + m)=0.

Comparing the coefficients of like powers of 2, we get
I+ m-k^ = -15 or l + m = -l5 + k^

...{3)

...(4)
20k(m - 0 = 20 or m-l = — 

lm = ~6.
Solving (4) and (5), we get

2l = e-l5-^ 
k

2m = k'

...(5)

and

20-15.--

Substitute these values of I and m in (6), we get

k
20^ =-24

{k^ - 15* - 20)(*^ - 15* + 20) = - 24*^
(*^-15*)^-400 = -24*^ or *® - 30**'+ 249*^ -400 = 0 

- 30t^ + 249/ - 400 = 0.

or
or
let *^ = f, then

From (7) it is obvious that / = 16 satisfies the equation (7)
.••(7)

*^ = 16 or * = ± 4.
Taking * = 4, in from (4) and (5). we get 

/ + m=I 
m~l-5.
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Solution o f Biquadratic Equauon \ ’On solving these equations, we get 
l = -2,m = 3.

Substitute the values of I, m and k in (3), we get
z* - 15z^ + 20z - 6 s (z^ + 4z - 2)(z^ - 4z + 3) = 0 
(z^ + 4z-2)(z^-4z + 3) = 0 and z=l,3.-2±'i6 
z = x + 2 
x = z-2.

Hence the solution of the given biquadratic are 
-1, 1,-4±V^.

Example 3. Solve the equation - 2jc^ - 5x^ + lOx -3 = 0 by Ferrari's method.
Solution. Since the equation is

x*-2a:’-5x^+10x-3 = 0 
Adding (ox + b)^ of both sides we get

X* - 2x^ - 5xV lOx - 3 + (a* + £>)^ = (ax +
X* - 2x^ + (a^ -5)x^ + 2(ab + 5)x + - 3 = (ax + bf.

Let us assume that L.H.S. of (2) must be a perfect square therefore suppose (x^ - OiX + k)^ is 
u perfect square of L.H.S. of (2)

x^ - 2x^ + (a^ - 5)x^ + 2(ab + 5)x + b^ - 3^ (x^ - x +kf

But

X =

...(1)

...(2)or

...(3) 

(••• a,=-l)
Equating the coefficients of like powers of x, we get 

a^ = 2k + 6,ab = -k-5,b^ = k^ + 3.
Now eliminating a and b between these three equations, we get

{2k + 6){k^ + 3) = (k + 5f or 2il:^ + 5*^ - 4A - 7 = 0.
It is a cubic in k so it must have one real root, then by trial method, we get 

* = -1
= 4,b^ = 4,ab = -4 or a = 2,b = -2.

Substitute the values of k, a, and b in (3) and (4), we get
(x^-x-l)^ = (2x-2)^ or x^-x-1 =±(2x-2) 

x^ - 3x + 1 = 0 and x^ + x - 3 = 0.
3±V5' - 1 tVTT 

2 ’ 2 '

and hence

or

Solving these quadratics, we getx =

These are the solutions of the given biquadratic equation.
Example 4. Solve the equation x^ + 2x’ - 7x^ - 8x + 12 = 0, by Ferrari's method.
Solution. Since the given biquadratic is

xS2x’-7x^-8x+ 12=0.
Adding (ax + d)^ of both sides of (1), we get

x* + 2x^-7x^-8x+l2 + {ax + bf = {ax + bf 
xS 2x^ + (a^ - 7)x^ + (2ab-'S)x + b^+l2 = (ax + bf.

In order to determine a and h make the L.H.S. of (2) a perfect square. Let the perfect square 
be (x^ + oix + A:)^.

...(1)

...(2)or

xS 2^^ + (a^ - 7)x^ + {2ab - 8>x + + 12 s (x^ + Ojx + kf
x** + 2*^ + (a^ - 7)x^ + {2ab - 8)x + + 12 s (x^ + x + kf. ...(3)or

('.' O] = 1 from (]))
Equating the coefficients of like powers of x, we get

a^-l = 2k+\,2ab-i=2k,b^+\2 = k^
Eliminating a and b between above three equations, we get

(it + 4f = (2fc + 8) (/t^-12)
jt^+16 + 8i = 2ife^ + 8ife^-24A-96 or 2t^+71:^ - 32it - 112 =0.

This is a cubic in k so it must have one real root. By trial method, k = - 7/2 satisfies above
or

cubic.

a=l,6 = ^-

Then
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AtfU'bm, Trigonometry ami Vectors Now substitute the values of k, a and b in (3) and using (2), we get
s2 if 2 7 r 1 'j

x + ~ or X +x-~ = + x + -

x^-4 = 0 and x^+2x-3 = 0.or
Solving these quadratics, we get

x = -2,2, andx=l,-3.
Hence the solution of given biquadratic are a- = - 3, - 2. 1. 2.

• STUDENT ACTIVITY
Find roots of x* + + 9x^ - 9x - 10 = 0 by Descarte’s method.1.

Find the roots of x^- 8x^ - 12jr^ + 60x + 63 = 0 by Ferrari’s method.2.

• SUMMARY
■ Descarte’s method : The given biquadratic equation f(x) = 0 is expressible as

f{x) = (x^ + kx + l)(x^-kx + m).
Ferrari’s Method :
Step I : The given equation f{x) = x'* + 2aix^ + aox^ + Tayc +124 = 0 is expressible as

fix) + iax + bf = {axi-b)^.
Now make L.H.S. a perfect square-
step II : Let f(x) + (ox + b)^ = (x^ + aix + k)^, where 2ai is the coefficient of x^ in /(x) = 0. 
On comparing the like terms both sides, we get

a] + 2k = a2A- a\k = 03 + ab, + 04 + b^
liminating a and b between these three equations, we get

2j!:^ — a2k^ + 2 (aia3 — 04) k - alat + 0204 — aj = 0 
Find the value of k by trial method and thus we obtain a and b- 
Step III : Putting the values of k, a and b in the following equation 

(x^ + aix + fc)^ = (ax + i))^
x^ + (ai-a) X + k-b = 0 and x^ + {ai a)x + k + b = 0. 

On solving these quadratics to find the roots of the given biquadratic.
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Sdliiliiin Ilf Biqiuiririilic l■^lllllhll|\• TEST YOURSELF
Solve the following biquadratic equation by Descarxi’s method 
1. - 6.c’ - 9x‘ + 66x - 22 = 0.
3. /-iat^-2Qr-16 = 0.
5. / - ar^ - I2x^ + cat + 63 = 0.
Solve the following biquadratic equation by Femtri’s method.
6. /-8x^-12x^ + 60.r + 63 = 0. 7. y+llr-5 = 0.
8. x‘’-2x’-5x^+I0x-3 = 0.
10. x‘ + 9x^+12r*-80.r-192 = 0.

2. .t* - 8x- - 24x + 7 = 0.
4. ./ + - 7r - &r + 12 = 0.

9. x^-3x^-42x-40 = 0.

ANSWERS

1. ±'/Tr3±'/7. 2. - 2 ± (^/3,2 ± >/3.
4. ±2.-3.1. 5.-1.3,3±'/^.

3. 4. -2. -1 ± i.
6. -1.3.3±’.^.

9. 4,'-l.- ^(3±i>/3r).
2

10.-4.-4.-4.3

OBJECTIVE EVALUATION 
FILL IN THE BLANKS :

1. To solve the biquadratic equation + a]X^ + + n3X + 04 = 0 by Dcscartc’s method, we
first remove its second term by diminishing its roots by h = ...

2. The biquadratic equation aor** + 4n|X^ + + 4a3X + n4 = 0 reduces to the cubic

/U3Hr^+
4 — = 0. Then this cubic is known as ... .4

3. If the two roots of./ + !2x-5 = 0 arc - 1 +'^and 1-2/ then its other roots are ... .
4. If - 2x^ + &t - 3 B {/ + itx + l){x^ -kx + m), then I + ni- = ... and k(m -/) = ... and 

lm= ... .

t -

TRUE OR FALSE :
Wrilc ‘T’ for True and ‘F’ for False :
1. If the two roots of the Muation x** - 3/ - 6x - 2 = 0 

roots are I + I and 1 - vl.
2. The equation oox"* + 4o]/ + 6ajx^ + 4<ijx + <14 = 0 reduces to

2“ + 6Hz^ + 4C2 + (aol - 3W^) = 0 by z = no* + «J-

3. Solve the equation x^ - d/ - 9x^ + 66x - 22 = 0 by Dcscarte’s method we first remove the 
second term by diminishing its root by /i = ^

arc - 1 +1 and 1 + then its other
(T/f)

(T/F)

(T/F)
MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

If X* - 2x^ + 8x - 3 B (x^ + 2x + 0(/ “ 2x + m). then the values of / and rn are ;
(a) -1.-3
If the two roots of x* - 3/ - 6x - 2 = 0 are - 1 + 1 and 1 +_>/r then its other two roots arc : 
(a) -I - - I + nT 
(c) - 1 - /. 1 - V2
The sum of all the four roots of n(>x^ + a [X^ + ojx^ + ajx + 04 = 0 is :

(d)

1.
(c) 1.3 (d) 1.-3.(b) -1.3

2.
(b) -I-1.-I-V2 
(d) 1+/. l->/2.

3.
(c) 02/00(b) -0,/flo(a) oi/oo

ANSWERS

Fill in the Blanks : l.>i = --^ 2. Euler cubic 3.-1 -'/T, 1 + 2/ 4.-2. 8.-3 

True of False : 1. F
Multiple Choice Questions : 1. (b) 2. (c) 3. (b).

4o(,
3.T2.T □□□
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Algebrd, Trigoiwmelry and Vectors UNIT

4
CIRCULAR AND HYPERBOLIC FUNCTIONS 

OF A COMPLEX VARIABLE
STRUCTURE(■¥ •

• Exponential Series of Complex Numbers
• Theorems of Exponential function of Complex Numbers
• Circular Function of Complex Quantities
• Euler's Exponential Value
• Periods of Complex Circular Functions
• To Prove that Period of ^ is 2ni
• Some Trigonometrical Identities for Complex Variable
• Solved Examples

• Test Yourself-1
• Hyperbolic Functions
• Relation Between lyperbolic and Circular Functions
• Some Important Results of Hyperbolic Functions
• Expansions of sinh x and cosh x
• Periods of Hyperbolic Functions
• Solved Examples

• Student Activity
• Summary
• Test Yourself-2

LEARNING OBJECTIVES
^fter going through this unit you will learn :

• About the circular and nypeerbolic functiot^s of complex variable 
9 How to develop the relation between circular and hyperbolic function

\

• 4.1. EXPONENTIAL SERIES OF COMPLEX NUMBERS
We know that the exponential series for all real values of x is given by

Z
2 ! 3 ! ■^

But where x is complex, the expression f’’' has no me ininp at present. The series (1) is 
absolutely convergent for all finite values of x.

Now consider the series

«•' = 1 + -T + ... ad. inf- ...(1)

2 3
f(z) = l+ z + ^ + j-^+...ad. inf.

where c - x + ty = r (cos 9 + i sin 0) and therefore i z | = r > 0. 
Let the series of the moduli be

...(2)

z' 1 3liU
3 ’

This is a series of positive numbers and convergent and hence the series (2) is absolutely 
convergent for all finite values of z.

In particular, if z = x + j'O which corresponding to the real number x, £(z) assumes the value

+... + + ... + ... + + ... .
3 ! n ! n !

2 x"+ ... + + ...
n !
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Circular <m<1 Hyperhuln 
Fimciions 0/ a Complex Wiruililewhich corresponds to exp. (x) or e', where e stands for,

f, 1 1 1 1

1 1 1and means +...
n !

for aJ] rea) values of .r.
Hence the series (2) is usually written as exp. (z) or in close analogy to the exponential 

series for real number, and also because the fact that
z”£(z)=l+z + yT+-+^ + ...

2 ! n !
where z = x + iy when z s x + iO. corresponds to exp. (x) or e‘.

It should be clearly understood that the series

is written exp (z) or <?’ by definition only, and that it does not mean, unless it is so proved, 
that the exp (z) or stands for

n

n !

xj1 111 + + +... + +...
1 ! 2 1 n f

If z is complex.
Hence by definition, if z =x + iy.

2
exp (z)=l+z + ^+..-+^+...

• 4.2. THEOREMS OF EXPONENTIAL FUNCTION OF COMPLEX NUMBERS
Theorem 1. If Z\ and 12 are any two complex numbers, then

c'- = or exp (zi)* exp (zf) ~ exp (zi + Zz)' 
Proof. By definition we have

2 ^ 1 rexp (z,) X exp (zj) = 1 + Z; + + . • • + ^ + • • • i + zz + ^
2 n

+ .. + ...
2 ' n !

1 + (zi + 2ZiZ2 + z|) + ...= 1 + (Zi + Z2) + 2 )
1 r n (n- I) Z^ ^ Z2 + ... + Z2 + - - •- 1n , n .Zi + nzi Z2 ++ 2 !In :

(Z| + Zz)^ ^ (Zi +Z2)^ (z, '-zzr +..., =exp(z, +Z2).= 1 + (zi + zz) + +... +2 ! 3 ! n ’
The series on the R.H.S. is absolutely convergent if exp (z,) exp (Z2) are absolutely convergent. 
Theorem 2. J/z is a complex number, then (e^” = s'”'.
Proof. If ffi is positive integer, we have by repeated application of theorem (1), 

exp (zi) exp (zj) ... exp (z„) = exp (n + Zz 4-... + z„).
If Zi =Z2= .■■-=z„=.z, we have

(exp z)"' = exp (mz).
Theorem 3. E (z) * 0, for any value of z- 
Proof. By the addition theorem, we have

£(z),£(-z) = £{z.+ (-z)}>E(0)=l
since £(z) is well defined for all values of .z. therefore, it follows that E{7) * 0, for .any value of

. z-
REMARK
{£(z)l-'=£(-z).

• 4.3. CIRCULAR FUNCTION OF COMPLEX QUANTITIES
For real values of x.
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Algebra, Trigonometry and Vecion 3 5 (-X X
s\nx = + ...{2/1 + 1) '

2

"■ (2n)\
These definitions are extended for the complex quantity t: = x + iy, where x and y are real.

■■ ^ (2rt+ 1) [

{2n)\

4

= 1 - —+ — 
2 ! 4 !

and cos X + ... .

3 3
^ ^ T.

cosz=l- —+ —- 

sin z

sinz = + ... f

2
and ... + .11

1 1cos zSimilarly, tanz = and cosec ^ = —, cot z = —: , sec z =
cos z sin z

From these definitions we can deduce the fundamental properties of two functions, 
(a) cos z + I sin z = cos z - i sin z =
.'. cos^z + sin^z = e“e'’^

cos z sin z

°=I.= e
(b) cos z = ^ [e'^ + e '']; sin z 1

■2i
(c) To prove that

sin (zi + Z2) = sin zi cos Z2 + cos Z\ sin Z2-

R.H.S.=- X
22i 2 2i

= -- [2e' ^ - e' - le" *■' * + e' *'■' " - e + e ”''']

2/
(d) To prove that sin 32 = 3 sin 2 - 4 sin i.

/ .
-4^

\3-il
R.H.S. = 3 - - e

2i 2i
-.id- e

8i^2i
1
2-(3e''-3e’'^ + e 

= r: (e^'^ ~ e' = sin 3z.

3iz -3e'- + 3e’''

2i
Similarly we can derive other results. These results show the generality of tngonometical

formulae.

• 4.4. EULER’S EXPONENTIAL VALUE
To prove that e = cos 0 + ism 0,/ar any real 0. 

Proof. We have e^=l+z + ^ + ^ + .- - . 

Put z = 10. where 0 is real 

e'® = 1 +10 +
,.202 .3.301+ + ...
2 ! 3 !

= cos 0 + i sin 0

0' 0=
(••• i^ = -l)

..(1)
j-ee = cos 0 + i sin 0 -f» ...(2)

-iBand = cos 0 - i sin 0.e
By adding of (I) and (2)

1-0 -iS e + e. (a) cos 9 =
2

By subtracting (2) from (1)
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iS -re Circular a/iti Hypr'rMic 
Funvtinns oj a Complex Variable(b) sin0 = ~ - e

2i
These results are known as Euier’s exponential values. .

i(g'® + e-'®) 
i(e^ + e-^)
(g'®-g-®)

sin 6(c) tan 6 =
cos 6

cos 9'(d) cot0 =
sin 0

REMARK
Since = e. [cos)' + i sin y], this method helps in breaking an exponential function into real 
and imaginary parts.

• 4.5. PERIODS OF COMPLEX CIRCULAR FUNCTIONS
cos (z + 2/171) = cos z cos 2n7t - sin z sin 2n7t = cos z 
sin (z + 2/171) = sin z cos 2/i7i + cos z sin 2n7i = sin z 

sinCz + z/Tt) ±sinz
cos (n + nn) ± cos z

Hence the periods of cos z, sin z and tan z are real, and are the same (i.e., 27t in case of cos 
z and sin z and n in case of tan z) as the periods of the circular functions of a real number.

(if n is an integer] 
[n being an integer]

= tan z [according as n is even or odd integer]and tan (z + /m) =

• 4.6. TO PROVE THAT PERIOD OF IS 2?r/
If z = x + jy, then 

x + 2ani X ^i(y + 2n) _ ^ ^ 2ji) + j sin (y + 27t)]
= g*. [cos y + i sin y] = g''. g'^ = g' * = g''- 

.= gl-

g = g

+ 2miHence g^
Thus the period of exp (z) is 27U'.

• 4.7. SOME TRIGONOMETRICAL IDENTITIES FOR COMPLEX VARIABLE
For all X, y (Real or Complex) :
(0 COJ^X + JI>I^X= 1
(iO sin (- x) = - sin x 
(Hi) cos (- x) = cos X
(iv) sin 2x = 2 sin x cos x
(v) cos 2x ~ cos^ X - sin^ x = 2 cos^ x - 1 = 1 - 2 sin x
(vi) sin 3x = 3 sinx-4 sin^x
(vii) cos 3x = 4cos x-3 cosx

(viit) sin x + siny = 2 sin cos ^

x+y . x-y ---- ^sin---- ^

x-y

(ix) sinX-siny = 2 cos ~

(x) cosx +cosy = 2 cos cos ^

(xO cos X ~ cos y = 2 sin ^ ^ sj>i ^ -

(xii) sin (x ± y) = sin x cos y ± cos x sin y 
(xiii) cos (x ± y) = cos x cos y + sin x sin y.

2
.r-y

• SOLVED EXAMPLES

Example 1. Show that exp ± i ~ = ±i.

Solution. Since exp (± i0) = cos 6 ± i sin 0, we have
. . 71 ^ .= cos — ± j sin — = ± 1.

I
. 7t

COS ± I —
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Example 2. Prove sin (ct + /i9) - e'sin nd = e~ sin a.
Solution. L.H.S- = sin (a + n8) - (cos a + i sin a) sin tiO

= sin a cos 7101+ cos a sin nO - cos a sin «9 - i sin a sin nQ
= R.H.S.

Algebra. Trigonometry and Vectors

-Msin a (cos n9 - i sin n0) = sin oe
Example 3. Prove that

{sin (a - 9) + sin 0)" = sin”' * a {sin (a - n0) + e ““ sin n9}- 
Solution. L.H.S. (sin (a - 0) + e”®" sin 0)"

= { sin a cos 0 - cos a sin 0 + (cos a - i sin a) sin 91"
= {sin a cos 9 - i sin a sin 0}" = sin" a {cos 0 - isin 0|" I

= sin" a {cos n9 - i sin n0J 
R.H.S. = sin"” ^ a {sin (a - n9) + e~'° sin n0)

- sin"”' a {sin a cos n9- cosct sin n0 + (c05 a - i sin a) sin n9} 
= sin" ” ’ a {sin a cos n9 - i sin a sin n9)

= sin" a {cos 710 - i sin nQ) = L.H.S-
R.H.S. = L.H.S. _____

Example 4. If cos 0 +1 shi0 = x. v l - = nc - 1, prove tlial

[by De Moivre’s iheorem)
Again

i + ccosQ =

Solution. We have X = cos 0 + i sin 0,
x"' = cos 0 - i sin 0. / \

R.H.S. = :r^(l + n.t) 1+-
2n X

= -^ [{1 + n (cos 0 + i sin 0)1 {i + 77 (cos 9 - i sin 0)11

= [{1 + ne‘°} {1 + ne"'’)] =^[l+ ne’'® + ne'® + n^l
2n 2n

= [ 1 + n (e'® + '®) + n^] = ^ [ 1 + 2n cos 0 + 71-]
2rt Zn

= — (.1 + n^) + ccos 0 ...d)
277

But Vl-c^ = nc - 1 or 1, - = (nc - 1)".
Hence from (1), we have

C^{1 +77^) = 277C

~x2n + c cos 0 = I + c cos 0.
277

• TEST YOURSELF~1
1. [sin (a + 0) - e" sin 61" = sin" ae 
3. If tan” ‘ (c“) - tan' ' (e~ “) = tan' ‘i. find x.

2. sin (a + 710) - e'“ sin 7i0 = e~ sm a.

ANSWERS

3. x = 2nn+^ where n is an integer.

• 4.8. HYPERBOLIC FUNCTIONS
We have proved that for all values of the argument y (real or complex),

cosy=r-^ + ^-|^+.,.

siny = y-^ + -^-:^+...

We notice that in each of these series, the terms are alternatively positive and negative. If we 
place the positive sign before all the terms, we get two functions of y defined by indefinite series.

...(A)

...(B)
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which are related to the circular functions cos y and sin y by interesting properties. These functions 
are known as hyperbolic cosine and hyperbolic sine of y and are indicated for shortness by cosh 
y and sinh y respectively. Thus

Circular and Hyperboli‘- 
Funciiom of a Complex Voriahtc

coshy=]+^ + ^ 

sinhy=y + -^

...(])+ ...

5! 7!^-'

2! 3!

-(2)

+ ...=e>'cosh y + sinh y = I + y + 

coshy - sinh y =
coshy = ^Ie^ + e”^] and sinhy = ^ le*”-e”^].

...(3)

...(4)and
1

Now we give formal definition of these functions.

Defioition. The quantify —^whether y be real or complex, is called i/ie byperbolic sine 

of y and is written as sinh y.

Similarly —-— is known as hyperbolic cosine ofy and is written as cosh y.

The hyperbolic tangent, secant, cosecant, and catangent can be obtained with the help of 
hyperbolic sine and cosine.

sinh y - e ^ 
coshy ^-ve'^'

tanh y =

21cosech y =
sinhy ^ - e

11sech y =
coshy e“ + e 
coshy _ ^we"’ 
sinhycoth y =

• 4.9. RELATION BETWEEN HYPERBOLIC AND CIRCULAR FUNCTIONS
Hyperbolic functions can be expressed in terms of corresponding circular functions.

.Lt -ix

, put X = lye - c
We know sinx = 2i'

e ' - e
sxnty = ^r 2i^

il^e'n = i sinh y.sin ly = 2
2 2

g'y + g--y +
= cosh ySimilarly, cos ly = 2 2

sin cy i sinh y 
cos iy, cosh y - i tanh y.and tan iy =

From (3) and (4), we have
(cosh y + sinh y)" = e"*' = cosh ny + sinh ny 
(cosh y - sinh y)" = "^ = cosh ny - sinh ny.

These results are analogous to De Moivre’s Theorem.

...(5)

...(6)and

• 4.10. SOME IMPORTANT RESULTS OF HYPERBOLIC FUNCTIONS

For any real x and y
(i) jinh 0 = 0, cosh 0 = 1, Mn/i 0 = 0
{it) cosh^ X - sinh^ x - 1
(Hi) 1 - tanh^ x = sech' x
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Algebra, Trigonometry and Vectors (iv) coth} X- 1 = cosech^x

(v) sink 2x = 2 sink x cask x = 2 tank X
1 - la/ih^ X

1 + lanh^ X(vi) cask 2x = cosh^ x + sink^ x = I + 2 sink^ x = 2 cosh^ a: - 1 =
1 - tanh^ X

2 tank x(vii) tank 2x =
1 + lanh^ X 

{viii) sink 3x = 3 sink x + 4 sink^ X 
(ix) cosh 3a: = 4 cosh^ x-3 cosh x 

3 tank x + tanh^ x
1 + 3 tanh^ x 

{xi) sink (x + y) = sink x cosh y + cosh x sink y 
(xii) cosh (a: + y) = cosh x cosh y + sink x sink y 
(xiU) = cosh x + sink x, e~^ = cosh x - sin hx.

(a:) tank 3x =

• 4.11. EXPANSIONS OF sinh X and cosh X
We know that

c'-e- X
sinh a: =

2
v.'2 3 4 X^ X^ X4 •1

4!
Then sinhx = - 1 -x ++ ^ + ..- 2! 3!‘^4.!

51 + 2^+...

siiihx = x + ^ + |^

iff, x= x' x^ 
2 ^^•'^27^37^

5 !

+.... to infinity

Also, cosh X =
\*2 1 4

X XX— + ... + I -x +-2! 3! "^4!4 !
y-‘

1 4

2 4
cosh ^ ^ •••• infinity.

• 4.12. PERIODS OF HYPERBOLIC FUNCTIONS
We know cos 10 = cosh 0.
Therefore cosh (x + iy) = cos [i (x + iy)] = cos (xi - y) = cos [- 27i + « - y] 

= cos [(2Tti +x + iy) i] = cosh [(27ti + x + ly)].
Similarly, cosh (x + iy) = cosh [4ni + x + iy].
Hence the hyperbolic cosine is periodic, its period being imaginary and equal to 2Tti. 
Similarly it can be shown for sinh (x + iy) that its period is 2ni and of tanh (x + iy) is ni.
It is to be noted here that hyperbolic functions differ from the circular functions in 

having imaginary periods.
After. These results can also be obtained in a simpler way.

e^"' = cos 2nfi + i sin 2nn = 1.

I

Since
z*2mi -z- Inni= e’’ and e 

= e' + e' ^ and ^ 
cosh (z + 2nKt) = cosh (z) and sinh {z + 2nni) = sinh z 

e™' = cos nrt + i sin nn = (- I)",
= cos nrt - i sin nn = (- 1)".

= e*
•f 2mif

e
«v»'+ Taiu - 2 - 2^711 - nTti+ e

Next
- rtrtie
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FunclUm.s of a Complex Variable

+ imi - rmi e^-e -̂ = tanh z.tanh (z + mii) =

Hence cosh z and sinh z have an imaginary period of 2ni and tanh z an imaginary period of
+ mi

ni.

• SOLVED EXAMPLES
Example 1. If tan y = tan a tanh P. tan z = cota tanh P, prove that 

tan (y + z) = sinh 2P cosec 2a. 
tan y + tan z

1 - tan y tan z
Solution, tan (y + z)

sina , cos atanh p cos a Sin a_ tan a tanh P + cot« tanh P
~ 1 - tan a tanh p x cot a tanh P 

sinh P
cosh 3

sinh^ 3
cosh^ P

= sinh 2pcosec 2a.
Example 2. If cosh x = x sec 9, prove that tanh^ — = tan ^ 
Solution. We Jmow

1 - tanh^ P

_ sinh P cosh P ^ 2 _ sinh 2P 
sin a cos a 2 sin 2a

1
sin a cos a

1 -

20

1 + tanh^ x/2' 1= sec 6 =cosh x =
1 - tanh^ x/2 cos 0

Apply componendo and dividendo, we have
a-b c-d 
a+b c+d ’t.e..ifT = “: then • b d

2 tanh^ x/2 1 - cos 9

i

20= tan
2'1 + cos 92

20tanh^ I
Example 3. If 0 is acute and x = log tan t + x

/ gN ^4 4
Solution, .r = log tan '^ + 2 •

= tan
2 9^ , show that cos 0 cosh x = 1.

V .
, fn 6'\ 1 + tan 0/2

4+i =1-tan 0/2'
V.

1 I + tan 9/2 1 - tan 9/2
2 1 - tan 9/2 1 + tan 9/2

1Now cosh X = T [«■' + e '*^1 = T2

1 Td + tan 9/2)^ + (1 - tan Q/2f ] 1 + tan^ 9/2
1 - tan^ 9/2

= sec 6-
1 - tan^ 9/22

.-.coshx cos9 = 1.
Example 4./^u =/og wn •

7Z “
Solution. Given u = log tan y*" 2

9prove that tank ^ = fan ^'
v /

1 + tan 0/2
4 2

Uc = tan oror -u/2 1 - tan 0/2e

By componendo and dividendo, we have
912 tan 0/2 = tan 0/2 or unh r u = tan r-22u/2 -u/2 2e' ' + e

Example S.lfu = logtan ^ 1
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Solution, (i) We have u = log tan 4 + 2

(ii) tank u = sin 0

n ©y 1 + tan 6/2 
2 2 “ 1 - tan 0/2

e“ = tanor ...(1)

a _ 1 - tan 0/2 
1 + tan 0/2 

1+tan 0/2 1-tan 9/2
1 - tan 0/2 1 + tan 0/2
(1+tan 0/2)^-(l-tan 0/2^ 4 tan 0/2

...(2)e

Hence, e" - e

= 2 tan 9.
1 - tan^ 0/2 1 - tan 0/2

1
sinh M = - (e“ - e “] = tan 0.2

(ii) From (1) and (2),
a -a I + tan 9/2 I - tan9/2 

^ ^ ■ 1 - tan 0/2 1 + tan 0/2

_ (1+tan0/2)^+ (1 - tan0/2)^
1 - tan^ 0 

_2(l+tan^ 0/2)
1 -tan^0/2

2
cos 0

cosh « = sec 0.
e^-e'" tan 0Hence tanh u = = sin 0- !
e" + e “ sec 0

u + IV I sin u + i sinh vExampie 6. Prove that tan
2 cos u + cosh V

u + iv'
Solution. L.H.S. = tan 2

u + ivu + iv u- tv
2 cos cossin 2 22

u + iv M + iv U — IV
2 coscos cos2 2 2

sin u + sin iv sin u + i sinh v 
cos u + cos iv cos u + cosh V = R.H.S-

• STUDENT ACTIVITY
, \
t nShow that exp ± ^ = + i-1.
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2. If M = log Ian ^ + ^ , then prove that tanh M = sin 6. Circular and UyperboHr 
Functions aj a Complex Vormblc

9s.

• SUMMARY
2 3 n

• exp (z) = I + z +

* Circular function :
2 ! 3 ! m !

3 5
1-^1- 

^ 3! 5!

cosz=1-2T + ^

sin z =
4

sin z etc.tan z = cos z
• Period of exp (z) is 271 i.

e^ + c"-'• Hyprbolic function : sinhj: = —-—. coshx = —-—/-e- jr

• Relation between circular and hyperbolic functions :
sin (ix) = i sin hx, cos {ix) = os hx tan (ix) = i tan hx etc.

• Expansion of sinh x and cos hx :

3 ! 5 !sinh j: = x: +
2 -4

, , X Xcos/ix=

Priod of cos z is 2?! i.
Period of sinh z is also 271 i.

9

• TEST YOURSELF-2
Verify the following :

(a) sinh (x - y) = sinh x cosh y - cosh x sinh y,
(b) cosh (x - y) = cosh x cosh y - sinh x sinh y, 

tanh X + tanh y
1 + tanh X tanh y

(a) sinh x - sinh y = 2 cosh ^ sinh

(b) cosh X + cosh y = 2 cosh —cosh .

Prove that:
sinh (x + y) cosh (x - y) = ^ (sinh 2x + sinh 2yl

1.

2. 'tanh(x+y) =

3.

4.
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Algebra, Trigonometry and Vectors sinh p sin a + i cosh P cos a = i cos (a + j'P). 
sin 2a + i sinh 2P = 2 sin (a + ip) cos (a - j’P). 
cos (a + tP) + i sin (a + ip) = e" ^ (cos a + i sin a).

1ft 1 + tanhx 
1 - lanh X
cos (a - I'P) + i sin (a -^/p) = e” ^ (cos a - i sin a).

12. If cosh a = sec 9, show that a = log, tan (7c/4 + 0/2).
13. If tan 0 = tanh x cot y and tan (]> = tanh x tan >, prove that

sin 20 cosh 2x + cos 2y 
_. . ,. sin 2(|) cosh 2x - cos 2>

7.
8.
9.

= cosh 2j: + sinh 2x.

11. t V,

•' p
I.

OBJECTIVE EVALUATION 
HLLIN THE BLANKS:

The series Zz„ = + i I,y„ is convergent if and Zy„ both are1.
2. Every absolutely convergent series is.......
3. If the series | Z 2„ | is convergent, then it is said to be
4. , e'J =..........
TRUE OR FALSE :
Wnte T for True and F for Fake statement:
1. The hyperbolic function differ from the circular function in having imaginary periods. <t/F)

(T/FI2. tanh z has an imaginary period of 2ni.
3. cosh z and sinh z have an imaginary period of 2ni.
4. If z is a complex number then E{z) -E (- z) is one.

(T/F)
a/F)

- Xe^~e5. The value of sin x is 2 (VF)
MULTIPLE CHOICE QUESTIONS : 
Choose the most appropriate one :

If Zi and Z2 are two complex numbers then the value of e''. e^’’ is : 
1-22

1.
(a) e^' ^
If z is a complex number thus the value of E(z) ■ E(- z):
(a) e~^
If e‘^ = cos 0 + j sin 0, then the value of cos 0 is :

r 0 ^ -10 e + e

(d)e^' * (e) None of these.(b)e^ (c)
2.

(b) (c) 1 (d)-l (e) None of these.
3.

10 -10 - - ‘■0 '6 1. --lO, , e - e ,,.e + e
(c)-----2----

-10
(a) ^ (b) (e) None of these.2 2*
If e'® = cos 0 +1 sin 0, then the value of sin 0 is : 

ib_-»
4.

10 , -10 e + e - <0 10 10 -10 e + e(b)^ 21 (c)- ^(d)(a) (e) None of these.2i ~2i2i

ANSWERS
Fill in the Blanks :

1. Convergent 2. Convergent 3. Absolutelyconvergent 4. 
Tyue or False :

1. T 2. F 3. T 4. T 5. F. . ‘
Multiple Choice Questions :

l.(d) 2.(c) 3.(b) 4.(b)

□□□
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Logarilhmx of Complex NumbersUNIT

5
LOGARITHMS OF COMPLEX NUMBERS

LEARNING OBJECTIVES

# Introduction
# Logarithm o1 a Positive Real Number
# Logarithm of a Negative Real Number
# Logarithm of x+iy in the Form of A + iB
# Some Important Results
# Solved Examples

# Test Yourself-1
# General Exponential Function 
0 Logarithms to Any Base

# Solved Examples
# Student Activity
# Test Your8ell-2

LEARNING OBJECTIVES

After going through this unit you will learn ;
tt How to find the value of th logarithms of complex numbers 
# About the general exponential functions,

• 5.1. INTRODUCTION
We know that if x and y are real quantities and e' = y, then x is :said to be the logarithm of y 

to the base e and is written as
x=\og,y.

= u + iv, then x + iy is called the logarithm (Napierian) of u + iv to the base+ i>Similarly if e* 
e and is written as

-.(i)loge (u + iv) = X + iy.
inni (where n is an integer or zero), we have= 1Since e

iy + 2nTit — ‘y

Log, (« + iv) = InKi + X + iy 
= X + i (2nTt + y).

This shows that the logarithm of a complex quantity has an infinite number of values and 
hence is many-valued  function. These values are called general values o/log, (m + iv).

This is known as the general value of the logarithm, the principal value of the logarithm is 
obtained by putting n = 0 in (2).

In order to distinguish between the general value of the logarithm as given by (2) and the 
principal value as given by (1), we get by putting n = 0 in (2), general value is written as ‘Log’ and 
the principal values as ‘log’.

Since n can take any integral values, there are an infinite number of logarithms of x + ly and 
they differ from each other by 2ni.
REMARK

...(2)giving that

The base of a logarithm will be e, unless or otherwise stated.

• 5.2. LOGARITHM OF A POSITIVE REAL NUMBER
Let X be a positive real number.' Then

x=x+ 0. f = r(cos 6 + /sin 6)
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Algebra, Trigonometry and Vectors rcos 0 = j:, r sin 6 = 0 
r = x and 9 = 0.

Now Log X = .Log r (cos 9 + i sin 9)
= 2rmi + log r (cos 0 + i sin 0) 
= 2nm + log r + (0 
= 2rmi + log 4: + j. 0.

Log X = 2nni + log x
This is the general value of x.

• 5.3. LOGARITHM OF A NEGATIVE REAL NUMBER
Let j be a positive real number. Then

- x = - x + i .0= r (cos 9 + i sin 9) 
r cos 0 = - a: and /• sin 9 = 0

r = x and 9 = n (not 0)
Now Log (- x) = 2nTU + log (- x)

= Tmti + log r (cos 9 + i sin 9) 
= 2nm 4- log r + J0 
= 2nni + log a: + in 

Log (-at) = (2/1 + 1) ni + log a:.
This is the general value of (- x).

• 5.4. LOGARITHM OF X+ ly IN THE FORM OF A+ iB
Let x + iy= r (cos 0 + i sin 0)

x = r cos 0, > = r sin 0
r = "^x^ + and 9 = tan ’ ^

X
Log (x + iy) = 2nni + log (x + iy)

= 2n7U + log r (cos 0 + i sin 0)
= 2«7U' + log r +10
= 2nni + log Vx^ + y^ + i tan

Log (x +1» = 2nni + ^ log (x^ + y^) + i tan“' ^

This equation gives the general logarithm of x + iy.
For the principal value put n = 0 in (1), we get

log(x+iy) = -log(x^ + )i^)+itan’' ^ .

Now

/ X

-I 1-1 tan
Xv y

...(1)

...(2)

REMARK
In (2) if we put -y for y, we get

log (x - iy) = j log (x^ + y V ' tan"' ^
/ \

• 5.5. SOME IMPORTANT RESULTS
(i) log (Z|22) = logZi + logZ2
(ii) Iog^ = logzi-logz2-

22

Zi = /■] c®', Z2 = r2e^^.
Log Zi + Log Z2 = [log n + i (2mi7t + 0i)] + [log rj + i (2/«2n + 0:)] 

= (log ri + log r^) + i (0i + 0i + 2^71)

Let
Now

.-.(1)
where m\ and m2 are integers, and n = m\+ m2.

log ZiZ2 = log ri/-2 e = log r,r2 + i (0] + 02 + 2mn).
Since n and m can take up any integral values, it is clear that every value of Log (ziZ2) is 

equal to some value of log zi + log Z2 and that every value of latter is equal to some value of the 
former.

Also ...(2)

log Z1Z2 = log Zi + log Z2. ...(A)
Similarly it can be proved that
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Uigeirithmx q) Complex Numbers
log —= log 2,-log Zi- ...(B)

22
a*.

REMARK
It is important to note that,

log 2l22= I0g2l + 10gZ2
• T • '

log — = log Zi - Jog Z2.
22

the principal values of the two sides of these equations need not necessarily be equal, for the simple 
reason that amp. (zi) ± amp. (zj) need not necessarily lie between-7t and + it, whereas

amp. (Z1Z2) and amp. —
22

and

f. \
must lie between - Jt and + n.

• SOLVED EXAMPLES
Example 1. Find the general value of Log (- 3). 
Solution. Let - 3 = r (cos 0 + i sin 6) 

rcos 6 = - 3, rsin 0 = 0 
r = 3 and 6 = it.

Log (- 3) = 2nTU + log (- 3)
= 2niti + log r (cos 0 + i sin 0)
= 2nili + log re'^
= 2nitt + log r +10 
= 2n7l« + log 3 + in.

Log (- 3) = (2n + 1) lit + log 3.

('.' e'® = cos 0 + i sin 0)

^ /
-log2 + i 2nn + ^ .Example 2. Prove that Log (1 +1)

Solution. Log (1 + i) = 2nni + log (1 + i)

= 2nni + ~ log (1^ + 1^) + i tan

= 2nni + ~\Qg 2 +1 tan” ‘ (1)

= 2nni + -- log 2 + ^

1 f n'= - log 2 + i 2n7t + — .

1-1
1

Example 3. Show that i log .I = It - 2 ran ' x.

t(-l-xi)Solution, i log --1; =1 log i(l-xOX + l

- 1 -xi
= i log

= i (log {- 1 - xO - log (1 - xi)]
= i[log(-l)(I+xi)-Iog(I-«)] 

log(-l) + log(l+xi)-log(l-xi)]
= i -iit + ^log (1 +x^) + i tan”‘x-^log (1 +x^)~i un”‘ (-x)

- in + i tan”' X - / tan'' (-x)]
= i [- in + i tan"' x + i tan" ‘ x}
= I [- in + 2i tan" ’ x]
= n- 2 tan"' x..

Example 4. If tan log (x+ iy) = a + ib, where a^ + b^* I, prove that 
{lo8{x^+/)]= ^ V

1 - a - 0
tan {log (x + iy)} = a + ib.

1-xi

= I

= I
['.' tan '(-x) = -tan ' x]

tan

...(1)Solution.
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Algebra, Trigonometry and Vectors Then tan {log (x - iy)] = a- ib. ...(2)
Adding (1) and (2), we get

tan (log (x + i»} + tan {log (x-j»} =2a. ...(3}
Multiplying (1) and (2), we get

tan ilog(x+ /)')) Un (log (x-iy)} = a X
_ tan {log (x + iy) | + tan (log (x - iy)) 

\-a^-b^ 1 - tan {log (x + iy)} tan (log (x-iy)}

= tan [log (x + iy) + log (x - iy)]

= tan [log (x + iy) (x - »>)]

= tan [log (x^ + y^)}.
/ V

Example 5. Prove that log, tan ^ + 2 * “'

2flNow

n X . sm - +
L-H-S. = log, tan ^ + 2 * ~Solution.

It X
4 "^2cos I

n X . 
4~2‘

-1 • X , X . 2 sin - + -i cos

= log*
2 cos — X . 71

'■4-2
X .

4 "^2 T" (

.71,
Sin — + Sin XI

1 + i sinh Xlog. = log. (as sin ix = i sinh x)
coshx+ cos xicos

1 + sinh^x
+ i tan ‘ (sinh x)= log.

cosh^x
cosh^x
cosh^x

1 + i tan ' (sinh x)= 2

= ^ log 1 + i tan” ‘ (sinh x) = i tan' ‘ (sinh x).

-ib\ 2abExaropl 6. Show that tan i log —
a^-b^a + ib

Solution. Let a = rcos 0, = rsin 6. 
a-ib r (cos 0 - i sin 9) e->•0

-2i0= ea + ib r (cos 0 + / sin 0) 
a - ib

iSe

= tan [i (- 2i0)]tan i log
a + ib

2 tan 0 2ab= tan 20 =
1 - lan^ 0 b^

a
12 tan b/aExample!. If a + ib = prove that ^

Solution. a + ib = e’*
This gives x + iy = log (a + ii)

^ O'X log.(a^ + b^)

^ log (fl^ + i>^) - i tan'' -• 
2 a

Separating real and imaginary parts, we have
X = ^ log {a^ + b^)
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Ltijinrilhms of Complex NumiHox- I bV = tan —• a
_ 2 tan'' b/a 

X ~ log (c^ + b^)
.'V'

Therefore,

• TEST YOURSELF-1
Prove that:
1. (a) Log i = ^ (4n + 1) Jti.

( 1 'i
(c) Log 3/ = log 3 + 2ntt + 2 ”

(b^(d) Log ° = 2i tan
a-ib av / V y

2. (a) Log (-0 = 2 (4” - 1)• (b) Log Vi’=-(8n+1)711.

3. log (1 + i tan 0) = log,, s« 0 + <0.

4. Show that log.

-1

1 i a • H ® 
2” 2 '

^ = log, - cosec- +1
21 - e

log (a^ + P^) + tan ‘ •5. Show that log log (x + ly) =

where 2a = log, (x^ + y^) and p = tan' ‘

6. (a) If (fl) +16]) (<i2 +jl>2)... (a„ + il)„) = /4 + iS, prove that
b, bn B-1 .. + tan" ' — = tan-1-1tan — + tan A02«i On

{a^ + b^) {ai + bh ... {al + b^) = aU b\
(b) If (1 + 0 (1 +20 (1 + 30 ... (1 + ni)=A + iB.

Show that 2.5 . 10 ... (1 + n^) = /\^ + fll

Prove that the value of log log sin (x + iy) is log («^ + v^) +1 tan''

cosh 2v - cos 2x

and

7.

1where u = -\og 

V - tan'' (cot X tanh y).
2

and

• 5.6. GENERAL EXPONENTIAL FUNCTION
The general exponential function is defined as

...(1)
where a and z are any two complete numbers.

The function is many valued function as Log a is many-valued. 
(0 General value of :
From (I), we have

= exp [z Log fl],
= exp [2 (log a + 2nni)] ...(2)

['.' Log a = log a + 2nTtj]
(ii) Principal value of a^: 
Putting n = 0 in (2), we get

fl' = exp [z log «]
which is the principal value of a^.

• 5.7. LOGARITHMS TO ANY BASE
Definition. If z, w and o be any three complex numbers, and if
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...(1}a =z,

then we define that w is a logarithm of z to the base a. and we write 
logo z =

But we have already defined a" as e"''”®'®
e’^'°®''^ = 2 or w log, o = log/z 

log,rw = --------
log, a

...(2)

or

From (2) and (3), we have
logeZ

logoZ = ...(A)log,o
With the help of formula (A), we can write logarithm of any base to base ‘e’.
The principal value of Logo z defined by

log,z
iogoZ = ...(B)log, a

• SOLVED EXAMPLES
4m + 1Example 1. Prove that Logi i = 

Solution. We know that

where m and n are integers. '4n+r

Logfc
Logo 

Log i
Log/

Log / + 2mn/
Log / + 2/m/ 
in/2 + 2m7i/ 4m + 1 
in/2 + 2nni 4n + 1

Example 2. Find the general and principal value of (/)'. 
Solution. We know that

Loga b =

Then Log; / =

’ m, /I e I

a^ = e^^‘‘ 
iiy = e^^^So,

/[Logi + 2rmii= e
, IK■ Log t = y_ / {m/2 + 2mt/|— ^

_ - (n/2 * 2nii)— t *

For principal value, put « = 0 in (1), we get
-71/2

...(1)

./I = e
Also, putting n = 0,1.2,3,... in (1), the various values / are e 

.., which form a geometric progression with common ratio e"’^^. 
Example 3. If = e‘(cosy + isiny), then prove that ■ ■

y = - ^ (4n + 1) nP and y = \ (4/i + 1) no..

-n/2 -in/2 -9n/2, e , e
^-13<L7» •

Solution. We know that

^.a4 Ip ^ ^(a+ iP)Log/

_ g(a + I'P) [log / + 2nii i] 
_ ^(a ♦ ip) {m/2 * 2nn/]

So,

—_^/(4n + l)na/2^- 

,-a4>P_g-5(4«*l)nP ^ {4n + 1) Tta + (,sin (4n + 1) Tia 'cos
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“V 1 Logarithms of Complex Numbers■a * ip = (cos y + i sin y)But 1

II 1 I
=> e' (cos y + I sin y) = e 2 ’* :-(4n+l)Tia +(sin -(4n+l)ita

^ 4 ^
cos

\
11.t = - - (4n + 1) Jtp and y = - (4n + l)'7ta.
22

Example 4. If sin {log i‘) = a + ib, find a and b. Hence find cos^{log i')-
Solutlon. log i'' = 1 log I

- J »]= ([i tan 
= i lin/2] = - n/2. 

sin (log O = sin (- n/2) = - 1. 
sin (log i') = a + ib

a = -l.b = 0.
(log 0 = Vi - sin^ (log <')

= Vl -(-1)^ =Vr- 1 =0.

= A + iB, principal values only being considered, prove that 

(ii) A- + B^ = e-’^.

But

Also, cos

Example 5. Ifi
J B 

(0 tan-nA=j

Solution. We have
/ . M.

=A +iB 
= A +

jifl ^
e 2 e 2 =A + iB 

nA , . .
y

Separating real and imaginary parts, we get

['.• principal value being takenj=>

uA'^tiB (
= A + iBcose 2

Its
2 Xe cos — = -4 
nB

-T . rtA „ 
e ^ sin — = D.

-d)

...(2)and

(1) Dividing (2) by (1), we get
. tiA

sin

nA A
cos

2
1 B Proved.

(Ii) Squaring (1) and (2) and adding, we get
^ 2 nA' .2 ttA'*

+ sin — = a' + 8'-nB cose 2 2

A^ + B^
= X + iy, prove that +y^ = e

-nB Proved.= e
*iyExample 6. If f 

Solution. We have

e(^*y0^*=x + iy
(j + ;>•) (iffli + log^ ^=» e

(*i i)ny/2 ^(4n + 1) fnx/2 _
=#
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Algebra, Trigonomeiry and Vectors
COS • (4/1 + I) + i sin (4/i + 1) ^-(*n +I)ny/2

€=> = x + ty.

Separating the real and imaginary parts, we get 
-(4n + \)Ky/2 nxCOS (4/1 + 1) ^ 

sin (4/1 + 1)^

e = x

(in + 1) ny '/2and =y-

Squaring and adding, we get

Example 7. Prove that the real part of the principal value of is
Proved.

-nlogl .^-n/i cos

^tosuvi)'08i=^+,fl
Solution. Let

[Principal values are considered]
in'glogd + Oj^y =/l+,B

g-nVs

Equating real parts, we get

=>■

= A + iB

= A + iB
\ /

^ log 2 + i sin j log 2

=>

'v’

= A + iB.=> cos

I-rtlog2 .A=e Proved.cos

Example 8. Find the general value ofLog^ (- 2).
Logh
Logo

Solution. We know that Log^ b =

Log{“2)Then Log4(-2) = Log 4

log (- 2) + Imiii
log 4 + 2nni 

log (2e^) + Imtii
log 2^ + 2nni 

log 2 + OT + 2mni
2 log 2 + 2nTO' 

log2 + (2tn + 1) ni
2 log 2 + Zntli

[log2 + (2m + 1) Tti) [log 2 - nTii]
■ 2 (log 2)^ + 2/1V

(log 2)^ + (2/n + I) rni^
2(log2)U2/iV

(2m + 1 - /i) 71 log 2Log4(-2) = + (
2 (log 2f + 2/:V

>, ■

• STUDENT ACTIVITY
1. Find the value of Log (I - i)‘

V
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log (I + 02. Find the real part of (i) Uigetrithms of Comple.x Niinihfrs

• SUMMARY
• Log x= 2n7ti + log x
• Log (-x)-(2n+ l)7B' + log^.
• Log (x+ iy) = 2ni + - log + i tan”‘ ^

^ a

7

• For any complex numbers a and ?,

logtZ• Principal value of Log^ r = log,o '

• TEST YOURSELF-2
I1. If 0'')' = cos 0 - i sin 6, prove that 9 = - Tt (4n + 1).

r 1 ^ r r 11'2. If i' = cos 0 + j sin 6, prove that 0 = 2m + - n exp - 2m + - n .
. /

3. Separate (1 - i)' into real and imaginary parts.

rr 1 ’ rr o4. Prove that !■" = cos 2m+ - tco + i sin 2m+~ 1:0

ANSWERS

13. Real part = cos ^ log 2 . Imaginary = sin log 2 .

OBJECTIVE EVALUATION 
FILL IN THE BLANKS
1. The principal value of a logarithm the coefficient of i should lie between.......
2. The principal value of a logarithm of a negative quantity is logarithm of the positive quantity

added with.......
3. log {1 + I tan 0) = log, sec 0 +.......

4. The value of log tan J +

TRUE OR FALSE:
VMte Tfor True and Ffor False staiemeant:
1. The logarithm function is a one-one function.
2. The logarithm function is a many-one function.
3. The principal value of Jog zjzj is always equal to the log zi + log zj.

= I tan ' ( ).

(T/F)
(T/F)
(T/F)
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Algebra, Trigonomeiry and Vectors 4. log (1 + j tan 9) = log, sec 6 + i9.

MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :
1- If zi and Zi are complex numbers then log (zj. zi) is :

(a) log Z| - log Z2 (b) log Z2 - log Zi (C) log Zj + log Z2 
(d) log(zi-z2) (e) None of these.

2. If zj and Z2 are complex numbers then log

(T/FI

Zi .
IS :

Z2

(a) log Z|-log 22 (b) logZ2-logz, (c) log Zv + logz-^
(d) log (z| + zj) (e) None of these.
Value of tan tlog -—^ is;

a + ib

, , 2ab

(e) None of these.
Principal value of log (- 1) is :

(a) n

3.

lab -lab lab(b) (c) (d)ia^ + b^ a^-b^

4.
1 i(b)ni (c) -n (d) - (e) None of these.nt

ANSWERS
Fill in the Blanks :

1. -nioji 2.ni 
True or False :

l.F 2. T 3. F 4. T 
Multiple Choice Questions :

1. (c) 2. (a) 3. (d) 4. (b).

3./e 4. sin ha.

□□□
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Cngory'.s Series' 
and SummalUm oj Series

n nnn - T < 0 < nTC + —n = ~ 1, 4 4
(iU) Here 0 lies between 

and -15n 17n
4 4

17tc 15n.and -or 4 '4
nn-- 4ic - - and - 47: + -or 44

7Cnnn- —<0Sn7: + ~n = -4 4 4
(Iv)Here 0 lies between

2lJt19it and4 4
TCn5;: - — and 5n + —or 4 4

n n
HTl-T S 0 < nit+ Tn = 5 44

Example 2. Sum to infinite the series : 

2' 3,2’
1 11 - ...ad. inf.-...ad.inf (ii) 1- 3.4^ 5.4*5.2"

1 11 -... ad. inf.Sk>lution. (i) — - +
2" 3.2’ 5.2"

2 2^ 3 2^ "^5 2’

rni 11 -1 [using Gregory’s series as t < 1]tan a- 42

rn1 -1= -rtan
4 ■2

1 1 -... ad. inf.(ii) 1- 3.4^ ' 5.4*

i.lflY ifiT
4 3 4 4= 4

V. J
11-1 [using Gregory’s series as - < 1]= 4 tan 44

1-1= 4 tan

' ^ 1Example 3. Prove that n = 2''/3' ^ ^ 5 ^2 y jS

4 ■
1 1 + ...ad.inf .

1 . 1 1 + ... ad. inf.Solution. 1 —r + , ,
3^ 5.3^ 7.3^

1 11 + ... ad. inf.= 1 -
5.3^ 7,3^

r_LtV3 3[>/3^

3.3

nvrj ir 111 1= >/3' + ...+ -

11-1 < 1By Gregory’s series, astan
y*

= VT ?
6

n
2>/3
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A^ge6ra, Triymamelry and Vectors 1 1 1Ji = 2V3’ 1-Hence + ...ad. inf. -3^ ^5,3^ 7.3'
Example 4. lfx>0, prove that

-.3 s51 (x-l 
3 x+ 1

l(x-l 
5 .t+1

x~ 1n-I - ... ad. inf.tan X- — V + -4 x+ 1
Solution. We have

- 1
i>0=>- < 1.x+1

Then, by Gregory’s series

1 __ 1_ X- 1 
j:+ 1 3 JC+ 1

zA\
x+ 1 /
tan (1) - tan n/4

t + tan ()> tan Tt/4/
= tan"' [tan (([• - n/4)]
= ({»- n/4

x5t 1 X- 1
5 x+ I -... ad. inf.+ -«

-1 X= lan

-1 where x = tan ifi= tan

I

-1= tan ' X- n/4 
n Tx- l"*

^ = 4 +

['.’ x = tan<})]

5 x+1
1 (x-\ 
3 x+1

-1 -... ad. inf.tan + -x+1

• TEST YOURSELF-1
Subjective Questions:

1. Assuming that 0 - /in = tan 9 - 7 tan'0 + 7 tan^ 6 - ..., write down the value of n when 6 lies
53

between
.... 3n . 5n (n) -^and —

8 1.3 5.7 ■^9.11

3. If 6 lies between and show that 0 = ^ - cot 0 + ^ cot' 0 - cot' 0 + .... ad. inf

4. When both 9 and tan” ‘ (sec 0) lies between 0 and 7, prove that

tan”' (sec 6) = 7 + tan'

•7n 9n - 13n . - lln(i) and (iii) 4 and4 4 4

1. Prove that + ...

2'
10 0

. 00.4
5. If tan X < 1, show that

tan' X - ^ tan^ x.+ j tan® x - ...' = sin' a: + ^ si 4 1-6sin sin X +

ANSWERS

1. (i) n = 2
OBJECTIVE EVALUATION 
FILL IN THE BLANKS:

(ii) n = 1 (iii) n = - 3

tan' 0 tan' 0 ........................ „ .. .
—j— + —-— + ... is valid only when 0 lies between

The main use of Gregory’s series is to find the value of.......
The value ofl+^-'^-'^ +

The value of r tan' 0-4 tan* 0 + 4 tan® 0 is

1. The series 0 = tan 0 -

2.

3. IS =

4. 2 4 6
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Gregury V Scries 
and Summalioii of SeriesUNIT

6
GREGORY’S SERIES 

AND SUMMATION OF SERIES
LEARNING OBJECTIVES

# Gregory’s Series . ' .
# General Gregory’s Series
# Value of n
# Solved Examples 

9 Test Yourself-f
# Summation of Series 
0 Solved Examples
0 Sum of Finite Series of Sine and Cosine Whose Angles are m an AP. 
0 Summation Depending on Aiithmetico-Geometric Series 

0 Test Yourself-2 
0 Use of Binomial Series 
0 Use of Exponential Series 
0 Use of Logarithmic and Gregory's Series 

0 Test Yourself-3 
0 The Difference Method 
0 Solved Examples 

0 Student Activity 
0 Summary 
0 Test Yd’urselM

LEARNING OBJECTIVES
^fter going through this, unit you will learn :

0 About the Geoggorys and trigonometric series. 
0 How to to obtain the sum of the given series.

• 6.1. GREGORY’S SERIES
To prove that, t/9 lies within the closed interval [-n/4, n/4], i.e., r/- 7t/4 < 0 <n/4, 

0 = ran 0 -lan^ ® 5^ ^ ~ 7 ^ + ■■■od. inf.

sin 1 (cos 0 + i sin 0) = sec 0 . c'®.Proof. We have(l + i tan 0) = 1 + r cos 0 cos 0
Trigonometry and Algebra
Taking logarithm of both sides (considering only principal values) 

log (1 +1 tan 0) = log sec 0 + log e‘^. 
log sec 0 + r0 = log (1 +1 tan 0).

Now since - n/4 £ 0 < n/4, tan 0 is numerically less than unity. 
Expanding R.H.S. of (1), we have

-d)

. „ r'^tan^e . i-^tan^e
log sec 0 + r0 = r tan 0------^^—

tan* 0
4 -.(2)

tan^0 ttan^6 tan*0 rtan*0 
= rtan0 + —- — 4 5

Self-Instructional Material 45



Algebra, Trigonometry and Vectors Equating imaginary parts on both sides,
„ tan^6 lan^G . . „

6 = tan 0 - —— + —-— ... ad. int.

This series is called Gregory’s series after the name of James Gregory.
If we put tan 0 =jc, so that 0 = tan'' x, we have another form of the Gregory’s series.

tan'' X = a: - y + y - y + ... ad. inf.

when X lies between - 1 and 1 and - n/4 < tan' ‘ x S n/4.
Equating real parts on both sides of (2). we have

log sec 0 = ^ tan^ 0 - 7 tan^ 0 + 7 tan^ 0 -... . 
i 4 0

-.(3)

• 6.2. GENERAL GREGORY’S SERIES
Gregory’s series may be considered as particular cases of the theorem.

To prove that if 0 lies between and nn + both limits being inclusive

7 < 0 < nn + 7,
4 4

„ tan^ 0 tan^ G tan’ 0
0 - /m = tan 0 - —-— + —

i.e.. nn -

then +... .
1

• 6.3. VALUE OF n
Gregory’s series has been used for evaluating the value of n. We have seen that

x' x' x’

n , 1 1 1

-Itan

Putting x= 1, we get

From this series the values of n can be calculated; but as the successive terms do not rapidly 
become small, a very large number of terms would have to be taken to obtain the value of n correct 
to a certain decimal place. On account of this other series have been found out.

• SOLVED EXAMPLES
tan^ 0 fa«^ 0Example 1. Assuming that Q-nn = tanB ^ 

n nnn - — and nn + —, write down the values ofn when 0 lies between

... llrt . 13n 0) —and —

{iii) - and - (iv) and
4 4 4 4

Solution, (i) Here 0 lies between

~ ... ad inf. when 0 lies between5

I3Tt 5n
O') -7 and - —

4
Hit I9n 2\n

I3nlln and
4 4

7t Tt
3n - T and 3n + — 4 4or

7<0<nTi + 7 4 4n = 3 nn-

(ii) Here 0 lies between
5n3n- — and - — 

4 4\
n j -7 and n

JI-7 and 4

or -"-4

Itor -7t + -
4
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Crend'y 's St'i'ic\ 
nnd Siimniniion aj 6V' (('vTRUE OR FALSE :

Write T for True and F for False statement:
The Gregory's series is valid for all value of 9. 

~ 9^1If 0 lies between —— and 4

(T/F)1.
9- In— then value of the Gregory’s series is n + -•2. (T/F)

73 5
X X X- I3. tan 3 5 7 ^.......

4. James Gregory discovered the Gregory Series
MULTIPLE CHOICE QUESTIONS :

Choose the most appropriate one :
1. If 0 = tan 9 -1 tan^ 0 + j tan’ 9 - tan’ 0 + ...

(a) 0<9<f (b)-f<e<f (c)-f^e<5

(T/F)
(T/F)

then limits of 0 are :

(e) None of these.

-The main use of Gregory’s series is to find :
’(a) trigonometrical expansions
(b) to find the value of Ji
(c) to find the value of 9 in form of tan 9 in any limits of 0
(d) None of these.
Gregory’s series is :
(a) 0 = tan 0 -f I tan^ 6 +1 tan’ 0 -H ,,, (b) 0 = tan 0 - ^ tan’ 0 -r | tan’ 0 - ^ tan 

(c) 0 =Tan 0 -tan’ 0 -t- tan’ 0 - ... (d) None of these.

71 , It . ^ n 6 ^If 0 lies between nn - 7. and tiTt then 0 - nit = tan 9------
4 4’ 3

19jt
n. if 6 lies between —— and 4
(a) 1

2.

3.
“0 + ...

- ... then value of4.
5

2in .

(c)3 (d)5.(b)2

ANSWERS

Fill in the Blanks :
•j 4. log sec 0.1. - ti/4 to 71/4 2.71

True or False :
l.F 2.T 3.T 4.T.

Multiple Choice Questions :
1. (d) 2.(b) 3.(c) 4. (d)

• SUMMATION OF SERIES
General (C + IS) Method

A general method for the summation of series of the type 
Cl cos 0 -I- c: cos (0 a) + C3 cos (9 -)-2a) 
c, sin 9 -t C2 sin (0 + a) -t- C3 sin (0 + 2a) + ...

...(1)

...(2)or
is to denote the series (1) by C. since the coefficients of C’s in this series are cosines of the 

angles increasing in arithmetic progression and the series (2) by S, being a sine series. Multiplying 
(2) by I and adding.

C + iS = Cl (cos 0 + i sin 0) -I- C2 {cos (9 + a) + i sin (0 -i- a))
+ C3 (cos (9 + 2a) + i sin (0 + 2a)} + ...

+ C2c''®*’“Uc3e-''®^’“»+...i9= cie
i9 I , ia , 2ia= e [c^+cie +C3C ...(3)+ ...).
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Algebra, Trigonometry and Vectors The real part of (3) gives C and the imaginary part gives S. If either of the series C or S is 
given, the other series, known as auxiliary series, can be formed and the sum of C + iS is found. 
The real part of the sum so found is equal to C and the imaginary part equal to S.
Use of Geometric Series

Trigonometric series is given by a + ac + dz^ + + ... inf.
Sums of n terms and infinity of the above series are given by

2- 1

1 ~z

if|2|>l,5n = ...(1)

if|2|<l. 

— provided 12 r< 1-

...(2)

...(3)

• SOLVED EXAMPLES

Example 1. Sum the following series to n terms and to infinity 
1 + Xcos Q + x^cos 29+ ... ad. inf.

where x is less than unity.
C = 1 + X cos 6 + cos 26 + ...
S = X sin 9 + sin 26 + ...

C + iS = 1 + X (cos 9 +1 sin 6) + x^ (cos 26 + i sin 26) + .. .
= 1 + xe'^ + x^e'® + .,. .

This is a geometric series with common ratio xe®, modulus of which is less than 1; hence 
1 - (xey _ 1 - xV''^ (1 - x"e'’'^) (1 - xe~
1-xe'® I-xe® (l-xe'®)(l-xe"''®) ’ ,

Let
and

+ iS„ =

multiplying the numerator and denominator 
by complex conjugate of denominator

l+x^-xf^'^e-^)
 1 - X (cos 9 -1 sin 9) - x" (cos n6 + i sin «9) + x" +1 {cos (n-l) 6 +1 sin (/i-l) 6}

1 - 2x cos 6 + x^
Equating real and imaginary parts, we get 

1 - X cos 6 - x" cos n0 + x" + 1 cos (/I - 1) 9.C„ = 1 - 2x cos 9 + x^
n + 1X sin 9 -x" sin nQ + x sin (n - t) 9

1 -2x cos 9 + x^
+1Sincex< l,x",x" —>0 as« —> oo, 

1 - X cos 9 X sin 6C.= and =
1 - 2x cos 9 + x^ 1 - 2 cos 9 + x^

Example 2. Sum the series
(0 coj a + c cos (a + 0) + cos (a + 20) + ...ton terms 
(ii) Jin a + c 5M1 (a + 0) +c^sin (a + 20) + ... fo n rermj.. 
Ifc < 1, deduce the sum to infinity.
Solution. Let

C„ = cos a + c cos (a + 0) + cos (a + 20) + ... to n terms, 
5„ = sin a + c sin (a + 0) + sin (a + 20) + ... to « terms.

C„ + iS„ = + ... ton terms.
This is a geometric series with first term e'° and common ratio ce'^\ hence 

'“(1 - c"e‘^) e''“(l - c’'e‘^) (1 - ce"^)eC„ + iS„ =
(l-ce"’)(l-ce"'')(1-ce'P)
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e'“ - ce' - c"e‘+ c" ' e‘ Gn'giiry\Si'nc\ 
and Summaliiin nJ'Sfricy

Equating real and imaginary pails, we get
cos g - c cos (g - B) - c" cos (a + ng) + c"

1 - 2c cos p +
sin g - c sin (g - P) - c" sin (a + hP) + c"

+1 cos [g + (n - 1) P]
Cn =

sin [g + (/I - 1) P]
J - 2c cos p + c^

Now for sum to infinity, we have since
I ce'^ 1 = c < 1, hence c" and c 

cos g - c cos (g - P)
J - 2c cos p + c^

n + 1. —» 0 as n
sin g ~ c sin (g - P)andC.=

] - 2c cos p +
Example 3. S.m/fe + 00x30

COS 0 cos 0 cos 0 
cos 9 ^ cos 29 ^ cos 39 
cos 9 cos^ 0 cos^ 0 

sin 9 ^ sin 29 sin 30 
cos 0 cos^ 0 

cos 0 + i sin 0

+ + ... n terms. n

Solution. Let C„ = 1 + + ... to n terms
<

Sn =and + ... to n terms.+ 3
COS 6

cos 20 + i sin 20 . cos 30 + i sin 30
C„ + = 1 + cos 6 3cos^ 0

= I + sec 0 e'® + sec^ 0 + ... to n terms
' cos-’ 9

(sec 9 e‘^)” - 1
a 1sec 0 e - 1

Since the series on R.H.S. in G.P. with common ratio e'^ s« 9the modulus of which is 
greater than unity, hence

e'"® - cos" 0sec" 0 c'"® - 1
C„ + iS, = sec 0 (cos 9 + i sin 9) - 1 i sin 0 . cos" ' 9 

cos n0 + i sin /i9 - cos" 0 sin fi0 + i (cos" 9 - cos n0)%
sin 0 . cos" ' 0-1I sin 9 . cos" 

sin /i9
0

-1sin 0 cos" 0

• 6.5. SUM OF FINITE SERIES OF SINE AND COSINE WHOSE ANGLES 
AR IN AN A.P.

+ sin (g + (n - 1) P)(i) sin a + sin (g + P) + sin (g + 2p) + 
. r fn-i P sinsin g +

2

sin
2

+ cos (g + (n - 1) P)(ii) cos g + cos (g + P) + cos (g + 2P) +
r / 1 \ nn - 1 «P sincos g +

2

sm
2

• 6.6. SUMMATION DEPENDING ON ARITHMETICO-GEOMETRIC SERIES
I Example 4. Sum the series 3 sin g + 5 sin 20.+ 7 sin 3g + ...ton terms.

Solution. Let
S = 3 sin g + 5 sin 2g + 7 sin 3a + ... to n terms, 
C = 3 cos g + 5 cos 2a + 7 cos 3a + ... to n terms. 

C + iS = 3e‘“ + 5c^'“ + 7e^'“ + ... + (2« + 1) e 
e' “ [C + i5] = 3e^ ‘ “ + + ... + (2n - 1) e

I n a
:(n + I)aI n a + (2n+ l)eand

Self-Instructional Material 51



Algebra, Trigonometry and Vectors Multiplying both sides by the common ratio and shifting by one term.
(1 - e‘ “) [C + t5] = 3e' “ + 2 [e^' “ + “ + ,,. + e'"“] - (2n + 1) e i(n + I) a

= [e''“-(2n + l) +
i al-e

2ri-c‘"°i= [c''“-(2n+l)e'<''*‘>“] +

[e'°-(2n+
1 -e'“

[e'“-(2« + l)e'<"*‘'“][l-e

-la - 1e
2[1C + iS =

2(1 -e-ia in a] )

g'“-(2fl+ l)e

-ia(l-e
-3i(n I)a ina+ (2fl + 3) e

2 - 2 cos a
Hence equating imaginary parts,

sin g - (2/1 + I) sin (n + 1) g + (2n + 3) sin no.S = 2 (1 - cos a)
Example 5. If S„ denotes the sum of n terms of the series sin x + stn2x+ ... n terms

sniv/,.(5|+52 +---S'n) 1 Xshow that Lim
n—

Solution. We have

= — cot — 2 2 a - • ri!n

5„ = sin X + sin 2jt + ... sin nx. 

C„ + t5„=g'^ + g'‘‘ e'^li-e'”^]I n X+ ...e
ix1 - e

1 e'^-l-g'"’*‘'^ + g"'^i X T te [I - e I [1 “ ^-/x

2 [1 -cosx)

1 •Xcos n + — X sin r
2 2sin X - sin (/I + 1) X + sin nx sinxSo Sn = !2 (1 - COS x] 2 [ 1 - cos x] [I -cosx]

1cos it: + —Z 5* 2 ^5) +52+ ... S„ nsin x/2il: = l sinxNow Z2 [1-cosx] (1-cosx)

= cosXX +cosr x+... cos n+i- x.

n n nt= I
rt 3 5Also Z cos k + -2^ 2 2 24=1

0C = cos ^ 5Let X + cos — X + ... cos n + — X.
r j'l \
« + 2 u

2
-ix' ’

ThenC + j5=g^ +c^ +...e^
fix

3

= e

ii3 i n + - X-i2 ^Tl'X

^ +e- e - e
2 {1 - cosx]

3^ 1^3 Xcosrx-cos n + - X -COST + COS ” + 2 ■*2 2
C = I2 [ 1 - cos x]

. . X X2 Sin - cos - 2 25] +52 + ... 5„ INow Lim - lim - [C]n 2x2sin^4 n-.- «
2
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Hi •>«
Gri'iiory iVnVi 

and Summnlion oj Sene',
. X 

Sin — 3\2 3I 1 XX ,.= T cot — - Lim
2 n-*~

- cos n + — X - cos - + cos ” + 2 ■*cos-x
” 2 [1 - cos xf 22

— [finite quantity] = ^ cot 
n 2 2

1 Lim 1X= — cot —- 2 2

• TEST YOURSELF-2
Sum the following series to n terms :

sin A + sin 3/1 + sin 5/1 + ... and deduce the sum of 1 + 3 + 5 ... to /i terms. 
2. cos^e + cos^20 + cos^3e + ... .

Prove that the two series sin -^ + sin ^ + sin ^ + ... to 28 terms.
14 14

. Ji 2nand cos tt + cos

1.

3. 14

+ cos 3 TT + .. - to 28 terms,14
have the same sum. What is the magnitude of the sum ?
Sum the series cos 0 cos 20 + cos 20 cos 30 + cos 30 cos 40 + ... to 20 terms. 
Sum the following series :

cos j: - sin 2j: - cos 3x + sin 4x + ... to n terms.
Sum to infinity the following series :

1414

4.
5.

4

6.
11 .. ad. inf.(i) sin a + - sin 2a + ^ sin 3a + .

sin g sin 2a ^ sin 3a 
3 tan^ P tan^ P 

where tan P > 1 numerically.
7. Find the sum of the following series to n terms and hence deduce the sum to infinity given

- ... ad inf(ii)

n
“*2
(i) cos a sin a + cos^ a sin 2a + cos^ a sin 3a + ...
(ii) cos a cos a + cos^ a cos 2a + cos^ a cos 3a + ...
(iii) cos a sin a + cos 2a sin^ a + cos 3a sin^ a + ...

■I

ANSWERS

11. (sin^ iL4)/sin /I; n^. 2. - {n + cos (« + 1) 0 sin n0 cosec 0} 

4. T 20 cos 0 + cos 120 sin 100
3. Magnitude of the sum = 0. 

n+ ifn
sin 02

flit nx sm -1-y—+ xsin
2 2

5. It x
4"^ 2sin

n * I a sin nacos (ii) = cos a (1 - cos" a cos na)<i) 5„ = sin a
27ia + a' s-

n sin
21 + cos na

7. (i) + 2 sin 0/22 (1 - cos a)
1 + cos 2a - 2 cos a + (- 1)" cos na + (- 1)" cos (na - 2a)

(ii) C„ = (2 + 2 cos a)^
(- 1)" n [cos na + cos (na - a)]

2 (1 + cos a)
1 + - cos 2a - cos a

4
(iii)C« = n2<1- - cos a 

4
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Algebra, Trigonometry and Vectors • 6.7. USE OF BINOMIAL SERIES
Following are the binomial expansions when z is complex, 
(i) If n is positive integer,

(I + z)" = 1 +''C^Z + "C2Z^ + ... + z".
(ii) If n is any quantity (say negative integer) or a positive or negative fraction,

n ill - 1) n(n-l)(n-2) + ... ad. inf •(l + z)''=!+nz +

Provided 1 z | < 1, when [ z | = 1, this result is still true if (i) « > 0 or if (ii) - 1 < /t < 0 and
2 ! 3 !

z*-l.
With the help of results (i) and (ii) we can recognise all binomial expansions without 

remembering any more fromula. The method is illustrated in the following solved examples. 
Example 1. Sum the series

1 1 1.31 + T cos 2a - — cos 4a + 
2 2.4

where a lies between - y and

C = 1 + -^ cos 2a - 2 4

cos 6a- ... ad. inf.
2.4.6

1.31Solution. Let cos 4a + cos 6a - ...
2,4.6 V

1 1 1.2
5 = - sin 2a -

C + iS= 1

sin 4a + sin 6a - ..!2.4 2.4,6
1 4ia

l4" ^2^:5^
1.3 6iu

Comparing this with
«(«-!) z^+„.(1 + z)" = I + «z+

2 !
1 n (n - 1) 2 12ia iia...(1) ...(2)we get z •

[dividing (2) by square of (1)]

2
'»(«-!) 1 4

-8^2n'
n- 1 1= - 1 or K = -, 

z = e
C + iS = (l+e^‘y'^
= (1 +COS 2a + I sin 2a)= V2 cos a [cos a + i sin a]'^^

n
Zia

[Note that n > 0 and | e'‘° | = 11Hence

a .. a cos — + j sin — .2 2

Equating real and imaginary parts, we have

C = V2 cos a . cos y = Vcos a (1 + cos a),

5 = V2 cos a . sin y = Vcos a (I - cos a).

= V2 cos a

Example 2. Sum the series
1 1.3- sin 3a + ^ sin 5a + ...ad. inf.sin a +

Solution. Let
1.31

S = sin a + r sin 3a + — cos 5a + ... 
2 2.4

C = cos a + ^ cos 3a + ^ sin 5a + ,., 

C + i5 = e'“ + |

Comparing the series within square brackets with 

(I+z)'’ = l+«z +

1.3 4ia3ta 3fa
■^2.4^ + ... =e + ...e

n(n-\) 2z*+ ....2 !
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anti Summaiuin ol’Sene\n (w - 1) ^2 _ 3. ^ia--1- 

«Z = 2^
;2iawe have 2 ! 8

1 henceSolving, we get n = - -, 2 = - e

C + iS = ^°-(,l-e^y'^,
= [cos a + i sin a] [1 - cos 2a - i sin 2a]

Provided a * mn. m being an integer 
- 1/2

- 1/2= (V2 sin a)" [cos a + i sin a] [sin a - i cos a]
- 1/2

, ■ . , 2t . . n[cosa + (sina] cos ^~ct - ism
V / k

• /X /

. . . , n a . . n[cosa + isina] cos +isin —

- 1/2= (\2sina)
\"a- 1/2= {V2 sin a) 

Equating imaginary parts, we get
2

\-n a . n a
cos asm ^ “ y + sin a cos y “ y

V /
n o'!! , K—:—

- =(V2sma)

-1/2S=('J2sina)

— sin 5 + f .-1/2= (V2 sin a) sin a + --2
/-•

• 6.8. USE OF EXPONENTIAL SERIES

The following are important results for complex z : 

(i) e' = l+z + ^ + ^...adinf.
2 3

(ii) e'^=l-z + | - ^ + ...ad inf.
2 ! 3 !
2 43 5

(iv) cosz = 1 - —+ — - ...ad inf.(iii) sin z =
54 32

(vi) sinh z = z + ^ + -|-|+...ad inf.(v) cosh z= 1 + ^ + ^ + ...ad inf.

Method of summing up such series which reduce to either of the forms given above is 
illustrated below.

Example 3. Sum the series

I - cos a cos P +
cos^ a cos 2P cos^ g cor 3p + ... ad inf.

2 ! 3 !
Solution. Let

cos^ g cos 2p _ cos^ a cos 3 P
C = 1 - cos a cos p + 3 !2 !

cos^ g sin 2P cos^ sin 3P
5 = - cos g sin P + 2 ! 3 [

cos^ae^'^ cos^ ae^'^C +15 = 1 - cos g e‘ ^ +

= exp (- cos ae'^) = exp (- cos a (cos p + i sin P)1 
= exp {- cos g cos P) [cos (cos a sin P) - i sin (cos a sin p)] 

C = exp {- cos acos p} cos (cos a sin P).

+ ...2 ! 3 !

• 6.9. USE OF LOGARITHMIC AND GREGORY’S SERIES

If ] z I ^ 1. but z - 1,
z^ z^ 

log(l+z) = z-y + ~ -... ad. inf ..•(i)

If I z 1S 1. but z ^ 1,
f z^ z’- z + 2 + 3 '"f- ...(ii)!og(l -z) =

From (i) and (ii), we have
3 + i

4 6log (1 + z) + log (1 - z) = ' 2 y + +...
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iog(i+z)-log(i-z) = 2 z + y + y+- - 

Gregory's series is, if - 1 £) z j < 1, then
3 5

lan“' z = z-y + y... ad. inf.

The method of summing such series is given below.
Example 4. Sum the following series',
(0 coj Ct - ^ cos 2a + y cos 3a - .. .ad. inf.

O'O sina-^ sin 2a + j rin 3a - .. .ad. inf.

Solution. Let series (i) and (ii) be denoted by C and S respectively, then

= log (1 + e'®) provided ^ 1 or a (2« + 1) n 
= log (I+COSa +1 sin a) = log 2 cosy cosy + isin^

= log 2 cos y = log 2 cos y + i y-
/ \

C = log 2cosy , 5 = y-

and

3"

2

. a

Condition is that a # (2/i + 1) rt.
Example 5. Find the sum of the series
(0 a cos a - y cos 2a. + ^a^ cos 3a - .. .ad. inf.

{it) fl jin a - y sin 2a + y sin 3a- .. .ad. inf.

Solution. Let series (i) and (ii) be denoted by C and S respectively : then 

C + i5 = ac'''-ya^/'“

= log (1 + provided | a | S 1. and ae‘°' * - 1 
= log (I + fl cos a + ai sin a)

= y log [1 + + 2a cos a] + i tan

1 3 Jia+ yfl'e

-I a sin a
1 + a cos a’

\ 'y ^ V
since log (j: + = y log (x + y ) + / tan"' ‘-

Equating real and imaginary pans, we get
1^ = ^ log [1 +a^ + 2acos a], S = tan a sin a-1

1 + a cos a
Conditions of validity are

(i) I oe'“ I < 1, i.e. | a | ^ 1 numerically
and (ii)a is not odd multiple of it when a = 1 and even multiple of n when a = - a, i.e..

t

• TEST YOURSELF-3
Sum the following series :

sin a cos 2a sin^ a cos 3a1. +... ad infcos a + +
2 !1 !

cos a cos 2a cos^ a cos 3a
2. + ... ad inf 

y sin^ a sin 2a + y sin^ a sin 3a - ...

cos a + +
2 !1 !

3. sin a sin a-
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(W^ Siimmalion aj S<’ri('\

I 1sin a sin 3 + - sin 2a sin 23 + j sin 3a sin 33 + • • • ad inf.

n 1 271 1 371 , , ^cos — + - cos — + - cos — + ... ad int.
J ^ J J ^

(i) c cos a + -^ cos 2a + -^ cos 3a + ... ad inf.

(ii> ccosa-^c’cos2a+ ...ad inf. 

c sin a + — sin 2a + y sin 3a + ... ad inf.

4.

5.

6.

7.

ANSWERS
2

. cos (a + sin^ a). 
sin^ g

I + sin a cos a
1 76. (i) - - log (1 - 2ccos a + c )

7. tan

n a cos a OS a1. e*' 2. / . cos (a + sin a cos a). 

4. - log cosec —^

(ii) log [1 + + 2c cos a].

, a+ 3- log cosec —1-1 , 5. 0.3, lan

. 1 csma
1 - ccosa

• 6.10. THE DIFFERENCE METHOD
Sometimes it is easier to sum the series by expressing each term as the difference of two 

terms, so that the expressions into successive terms cancel out, leaving only one or two terms. No 
particular method can be given for splitting the terms and it generally depends upon the practice 
and chance in many cases.

Let T„ be the nth term of a series and let it be expressed in the form
r„ = C[/(n+ !)-/(«)]
S„ = T\ + T2+ ... + T„

= c 1A2)-AD +AD-A2) + ... +An + 1) -/(«)]
= C[An+l)-ADl

since the intermediate terms all cancel out.
If series is convergent and sum to infinity is required, we deduce the sum as below : 

lim S„= lim [fl;n+ 1)'/(1)].

Then

REMARK
7 then we put 
b

-1If a series is such that its n'^' term is of the form tan

-1 x-ya -1-1 -1r„ = lan = tan ■ X - tan ' y = tanb 1 +xy
{x+y) = V^4(h-''l):

Solving, we get x and y. Then piitThg x = 1, 2, 3,... and adding, we get the required sum.

X-y-a 
xy^b-\.i.e..

• SOLVED EXAMPLES
Example I. Sum the series to n terms

-1 4 8-1 6
1 + 8.9 
2(«+l)

1 + (n + 2) n (rt + 1)^
-I j^-y 

1 +xy
X - y = 2 (rt + I), xy = rt (rt + 2) (rt + 3)^. 
x + y = 2(n + l)^.

X = (rt + 2) (n + 1), y = n (n + 1).

-1 t.+ tan +... .tan + tan I + 15.16i +3.4
-1Solution. Here T„ = tan

-I -1= tan ■ X - tan ‘ y = tan
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Algebra. Trig<mometry and Vectors T„ = tan" ’ [(n + 2) (n + 1)] - tan ’ [(n + 1) «]. 
Now giving values of « as 1, 2, 3. ... n, we have 

r,= tan"'3.2-tan"‘2.1, 
r2 = tan"'4.3-tan"‘3.2,
73 = tan"' 5.4-tan"' 4.3,

= tan ' [(n + 2) {n + 1)] - tan ' [(« + 1) n].
Adding, we get

S„ = tan ' {{« + 2) (n + 1)1 - tan 
n^ + 3/i

2.1 =tan"'{n^ + 3n + 2)-tan"'2 
n^ + 3n

2n^ + 6n + 5

-1

-1 -1= tan = tan
l+2(«^ + 3/i + 2)

Example 2. Sum the series
I 1 1 1-1 -1 -1-1tan 2 + tan 2 + tan + ... +Mn

3+ 3.3+ 3^ 3 + 3n + n-3+ 3.1 + 1 3+ 3.2+ 2
1 1-1 -1Solution. Let T„ = tan = tan

3 + 3/1+/!^ 1 + 2 + 3« +
-1 x-y-1 -1= tan X- tan y = tan

1 +JIO'
.t-y=l

xy = + 3n + 2,_______
x + y = Vl +4(/7^ + 3/!+2) = In + 3. 

x = n + 2,y = n + \.
7), = tan"' (rt + 2) - tan"' (n + 1). 

Putting n= 1,2,3.... n and adding, we get 
S„ = tan"' (n + 2) - tan"' 2.

Example 3. Sum the series tan~ ‘ -^ + ran ' ~ + tan

Solution.’.Method I. The given series can be put in the form 
2-1

1 1-1 ' I
13" ... n terms-

(n + l)~ II
1 +(n+ l)/i

= {tan' ' 2 - tan"' 1) + (tan"' 3 - tan"' 2) + (tan"' 4 - tan"' 3) + ... •
+ (tan" ‘ (n + 1) = tan"' n) - tan" ' (n + 1) - tan" ‘ 1

3-2 4-3-1 -1 -1 -1S„ = tan + tan + tan + ... + tan1+2.1 1+3.2 1 +4.3

-1 n= tan « + 2
Example 4. Sum the series

sec 0 sec 20 + sec 26 sec 39 + sec 30 sec 40 + ... to n terms.
1Solution. T„ = sec n0 sec (n + 1) 6 = cos nQ cos (« + 1) 9

sin 91 sin (fi9 + 9 - /i9) 
sin 61 cos nQ cos (n + 1) 6

1
sin 6 cos n9 cos (/I + 1) 6 

sin (n + 1) 9 cos n9 - cos (n + 1) 9 sin /i61
sin 0 cos nQ cos (n + 1) 6

= cosec 0 [tan (« + 1) 9 - tan n6].
Putting rt = 1,2, 3......n and adding.

S„ ~ cosec 6 [tan (n + 1) 0 - tan 0].
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and SummuUon <d Series• STUDENT ACTIVmr
i 11. Sum the series 1- + oo,

3.42 5.4^

Sum the series tan"' + tan ' y + tan'2. n terms13

• TEST YOURSELF-4

Sum the following series :
cosec 0 + cosec 20 + cosec 2^ 6 + -.. « terms,
tan a tan (a + P) + tan (a + P) tan (a + 2p) + tan (a + 2P) tan (a + 3P) + ... to n terms. 

0 9 0 9lan 0 lan^ - + 2 tanx -^ + 2^ tan tan^ to /i terms.
2 2 2^ 2^ 2^

tan^ 0 tan20 + -7 tan^ 20 tan 40 + 1/2^ tan^ 40 tan 86 + ... to n terms.

1.
2.

63.

4. 2
-1 2 _i2 -1 2tan T -t- tan - + tan5. .,. to M terms,1694

XX -1-1-16. + ... to n terms.+ tantan .r + tan
l + 1.2.x^

cot” ’ 3 +cot”' 7 + cot”' 13 + - •• +cot"' (1 + n + n^).
n

Sum the series X tan

1 +2.3
7.

4-18. 4/1^+ 3'I
111 -1-1-19. + ... to n terms.2 + lan + tantan 1 + 3 + 3^1+2 + 2-

(a) cot”' (2,1)^ + col" ‘ (2,2^) + cot”' (2.3^) + ... ad. inf. 
Deduce its sum to infinity.

1 + 1 + 1
10.
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AIgtbra, Trigonometry and Vectors 1 1 1 1-1 -1 -1 -1(b) tan 2 + tan + tan
2.3^

...tan
2.2^ 2«^2.1 V •

Deduce its sum to infinity.
cor'+ + ‘[2^ + 7] +cot''f3^ + -

4 4 4
11. +... .
12. tan 6 sec 20 + tan 20 sec 40 + tan 49 sec 80 + ...n terms.

ANSWERS
0

cot cot 2''”'0.1. 2. cot 3 [un (a + nP) - tan a] - n.

0 13. tan 0-2" tan —• tan 2" 0 - 2 tan 0.4. 2” *” ^
5. tan"' (n + 2) + tan''(rt + 1) - tan“' 2 - tan”'1.

-I n 
« + 2'

9. tan”' (n+ l)-tan

2"

-16. tan ■ nx. 7. tan

-1 4« -18. tan 1.2« + 5'
-I 4n10. (a) J

12. tan 2" 0 - tan 0.

OBJECTIVE EVALUATION 
HLL IN THE BLANKS :

In C + (5 method C is a cosine and 5 is a

11. tan
4/1 + 5

1. series.
1 1The sum of the series cos a + - cos 2a + -;
2 2

The sum of cosec 0 cosec 20 + cosec 20 cosec 30 + cosec 30 cosec 40 + ... upto n terms is . .
TRUE OR FALSE :

2. cos 3a + ... =® is ...

3.

Write T for True and F for False statement :
1. The exponential and binomial series is not convergent.

sinh a sinh 2a sinh 3a
(T/F)

1 cosh a2. The sum of the series is + ... is equal to - « . sinh (sinh a)1 ! 2 ! 3 !
(T/F)

sin 0 . sin 20 , sin 30 COS 03. The sum of the infinite series sin (sin 0).+ ... IS e1 ! 2 ! 3 ! (T/F)
cos 6 cos 29 cos 39 
cos 0 cos^ 6 cos^ 0

4. The sum of infinite series 1 + + ... is 0.
<T/>-j

MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

C + iS method of finding the sum of these series which involve ;
(a) sine and tangents of multiple of angles
(b) cosine and cotangent of multiple of angles
(c) sine and cosine of multiple of angles
(d) tangent and cotangent of multiple of angles
(e) None of these.

If C + iS method of finding the sum. the resulting series isa +ar + ar^ + .. .to n terms then we 
use the formula :

■a (r"-l)

1.

2.

a(l-r")(a) S„ = 

(d)

(b)5„ = (c)S„ =I -r r-1 l-r

(e) None of these.

If in above case the resulting series is a + ar + ar^ + ar^ + then we use the following 
formula to find its sum :

3.
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and Summaliiin o! Seriesail-/') ail-/)ai/’-l) (c)S =(b)5 =(a) S =

(d) 5 = —

1 -rr- Il-r

(e) None of these.l-r
cos 0 , cos 26 ^ cos 39 

cos^ 6 
(c) cot 0 (d) sec 0

4. Sum to infinite terms of the series I + + ... oo IS :
cos 6 cos^ 0

(e) None of these.(b)0(a) tan 6

ANSWERS

Fill in the Blanks :
4 cos a - 2 3. cosec 0 (cot 0 - cot (n + 1) 6]2.1. sine 5 - 4 cos a

Ttue or False:
l.F 2.T 3.T 4.F.

Multiple Choice Questions :
1. (c) 2. (c) 3. (d) 4. (b)

□□□
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7
RANK OF A MATRIX

LEARNING OBJECTIVES

# Marices
# Sub-Matrix of a Matrix
• Rank of a Matrix
• Elementary ransformations of a Matrix
# Elemenary Matrices
• Invariance of Rank Under £-Transfotmation
• Norma! Form

• # Equivalence of Matrices
# Solved Examples

# Student Activity
# Summary
# Test Yourself

I

LEARNING OBJECTIVES
‘Vfter going through this unit you will learn :

# About the Matrices in detail.
# How to calculate the rank of a given matrices.
# About the equivalent matiices.

• 7.1. MATRICES
1. Definition :

A set having mn numbers either real or complex, arranged in the form of a rectangular array 
in which there are m rows and n columns. This rectangular arrangement is called a matrix of order 
mxn which is denoted by [a,y] 
m X n is usually written as

where j = 1, 2, 3.... m and_/' = 1,2, 3, ...n and a matrix of orderm >c rt

«11 ai2 «I3
"21 fl22 023 ■■■ 02„
flfi “32 ^33 ••• 03„

... ai„

[«(/]m X fl

^m2 ••• ^mn mxn

• 7.2. SUB-MATRIX OF A MATRIX
DeHnition. Let A be a matrix of order hi x n. then a matrix which is obtained by leaving 

some rows and columns from the given matrix A, is called a submatrix of a matrix A. For example 
flu 0,2 Un flu
021 “22 023 024

“31 “32 “33 “34

Let A =

3x4

“ll “12 “13
“31 “32 “33

is a submatrix of A, which is obtained by leaving second row and fourth column.

Then the matrix B =
Tn
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Rank nf a MatrixIf the given matrix A is a square matrix, then a square submatrix of the given matrix is called 
Principal submatrix.

Minors of a Matrix :
Definition. Let A be a matrix of order m X «, then the determinant of every square submatrix 

of A is called a minor of A.

• 7.3. RANK OF A MATRIX

, Definition. A positive integer r is said to be the rank of a matrix A if it contains at least one 
square submatrix of order r x r whose determinant is non-zero while any square submatrix of A of 
order (r + 1) x (r + 1) or greater is singular i.c., having determinant zero. The rank of a matrix A is 
denoted by p(A).

It is obvious that the rank r of a matrix of order m x n may at most be equal to the smaller 
of the numbers m and n, but it may be less.

if the rank of a square matrix A of order n x m is r and r<n. then the matrix A is said to be 
singular, on the other hand if r = n, then the matrix is said to be non-singular.
REMARKS

If the rank of a matrix is zero, then matrix is a null matrix.
The rank of every non-zero matrix must be greater than or equal to 1.
The rank of a unit matrix is equal to the order of the unit matrix.-

Echelon form of a Matrix :
Definition. A matrix A is said to be in Echelon form if if satisfies following conditions : 
(i) Every row of A has all its entries zero which occurs below the every row having a non-zero

entry.
(ii) The number of zeros before the first non-zero entry in the same row is less than the number 

of zeros in the next row.
REMARK

The rank of a matrix is equal to the number of non-zero rows in Echelon form of the given
matrix.

For example;
0 2 3 5 
0 0 3 2.
0 0 0 0

This matrix A is in Echelon form and it has two non-zero rows since rank of A is equal to 
the number of non-zero rows. Hence rank of A = 2.

Theorem 1. The rank of the transpose of a matrix is the same as that of the original matrix.
Proof. Let us suppose A is any matrix and A' is its transpose and let rank of A = r. This 

implies that A contains at least one r-rowed square matrix whose determinant is non-zero, let it be 
B. Obviously B' is a submatrix of A' but we know that det B' = d&B and since det del
B' *■ 0- Thus the rank of A' > r. Now if A contains a (r + l)-rowed square sub matrix C, then det 
C = 0 because rank of A = r. Obviously C is a submatrix of A' and det C = det C = 0, it follows 
that A' does not contain (r -f l)-rowed square submatrix with non-zero determinant. Hence rank of 
A'S r and consequenljy we obtained rank of A' = rank of A.

A =Let

• 7.4. ELEMENTARY TRANSFORMATIONS OF A MATRIX
Deflnition.' A transformation is said to be elementary transformation if it is one of the

followings:
(0 Interchanging of any two rows {or columns).
(ii) Multiplying any row (or column) by any non-zero number.
(Hi) Addition of any row to K limes the other row, where K is any non-zero number.

REMARKS
If the elementary transformation (or E-transformation) is performed on rows, then it is called 

row'transformation.
If the £-transformation is performed on column, it is called column- transformation.

• 7.5. ELEMENTARY MATRICES
Deflnition. A matrix which is obtained by a single E-iransformation is called an elementary 

matrix. For example
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0 1 0 
1 0 0

1 0 0 
0 1 0 
0 0 i

etc.

Here first f-matrix is obtained from by interchanging C\ and C3 columns and the second 
£-matrix is obtained by —»/?, + 2Ri.
REMARKS

All the elementary matrices are non-singular.
Each elementary matrix possesses its inverse.

• 7.6. INVARIANCE OF RANK UNDER ^-TRANSFORMATION
Theorem 2. Elementary transformations (E-transformation) do not change the rank of a

matrix.
Proof. Since we know that E-transformations are of three types. Therefore, we shall prove 

this theorem for three cases.
Case I. Interchanging the rows (or columns) does not change the rank.
Let A be a matrix of order m xn of rank r and let B be a matrix obtained from A by 

interchanging the rows R, and Rj i.e.. by £-transformation /?,Rj. Let the rank of B be s. Then 
we shall prove r = s.

Since rank of A = r. This implies A contains at least one. r-rowed square submatrix with 
non-zero determinant let it be R i.e., det R *0. Let us suppose S be the r-rowed square submatrix 
of B having the same rows as are in R though these rows may be in different positions. Then either 

det5 = detR or detS = -detR 
det R 0 ^ det S / 0 

Rank of R > r => s>r.
Further since the matrix A can also be obtained from B by E-transformation /?,• R^. Then

But
...(1)

we have
r>s.

Hence from (1) and (2) we conclude that r = s.
Case II. Multiplication of the elements of a row by a non-zero number does not change the

...(2)

rank.
Let A be a matrix of order mxn of rank r and let B be a matrix which obtained from A by 

£-transformation Ri—^KR, where K*0 and let rank of B be s. Therefore we shall prove that 
s = r. Suppose Bq is an (r + l)-rowed square submatrix of B, then these exists Aq of (r + l)-rowed 
square submatrix of A such that either

detBo = detAo or det Bq = R det Aq.
But rank of A = r this means that every (r+ l)-rowed square submatrix of A has zero

determinant
I Aq I = 0 => I Bq I = 0

^ Every {r+ l)-rowed square submatrix will have zero determinant 
=> Rank of B can not exceed the rank of A 

s< r.
Further since the matrix A can also be obtained from B by E-transformation R, 

Thus we have

r^(l) 
K ""'•

r<s.
Hence from (1) and (2) we conclude that 

r = s.
Case III. Addition of any row to the product of any number K and other row does not change

Let the rank of a matrix A of order m x /i be r and let B is obtained by the £-transformation 
Ri —» Rj + KRj and let rank of B be s. Then we shall prove r = r.

Now if Bq is an (r + l)-rowed square submatrix of B, there exists uniqually Ay an (r 4 l)-rowcd 
square submatrix of A.

Since we know that any £-transformation does not change the determinant value. Therefore 
if no row of Ay is a part of 1* row of A, or if two rows of Ay are the parts of the 1"' and /‘^ rows 
of A, then det By = det Ay.

But the rank of A=r => det Ay = 0 =» det By = 0.
Now suppose if a row of Ay is a part of row of A and no row is a part of j''' row, then 

det By = det Aq + K det Cy
where Cy is an (r+ l)-rowed square submatrix which is obtained from Ay by £-transformation 
R^ -» R, + KRj.

..(2)

the rank.
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Rank of n MatrixCleariy, all the (r +■ I) rows of Cq are exactly same as the rows of some (r + l)-rowed square 
submatrix of A, though in some different position. Therefore det Cq is ± 1 times det of some 
(r + l)-rowed square submatrix A. But the rank of 4 is r. This implies every (r + l)-rowed square 
submatrix will have zero determinant.

det/lo = 0, det Co = 0 => detBo = 0 
hence rank of B can not exceed the rank of A

s<r.
Further since A can also be obtained ffomB by £-transformation » Rj- KRj, therefore we

• ••(I)

have
...(2) «■' ■r<s.

From (1) and (2) we conclude that 
r = s.

.wt.

• 7.7. NORMAL FORM
Definition. If a matrix is reduced to the form J ^ . Then this form is called normal form 

of the given matrix. K J (l 0\
Theorem 3. Every matrix of order m x n of rank r can be reduced to the form J ^ dya 

finite number of E-transformations, where /, is the unit matrix of order rXr.
be a matrix of order mxn and of rank r. If A is a zero matrix, then

(Ir o'!
0 0 •

V J
Let us suppose A is a non-zero matrix it means that it has at least one of its element non-zero. 

Let this non-zero element be a,y = AT ^ 0.
Let B be a matrix which is obtained from A by £-transformatiijns R\ <--» /?,• and C\ Cj and 

whose leading element is K. Again using the £-transformation R\—* — R]0'nB and we get a matrix 
C whose leading element becomes 1. Let this matrix C be

Proof. Let A = [a/y] m X fj

its rank is zero and thus A can be written as

»

Cl2 Ci3 ... Qn 
Cii ... C2„

1
^21 C22

C3I ^32 C33 .. CjnC =

C’m2 Cm3 ■■■ C,mtt mxn

Now subtracting first column after multiplying by suitable number from remaining columns 
of C and subtracting first row after multiplying by suitable number from remaining rows of C. We 
therefore obtain a matrix D whose elements of the first row and first column are zero except the 
leading element. Let D be given as

1 0 0 ... 0
0
0 A,D =

0 mxn

where A1 is a matrix of order (m - I) x (n - 1).
If this matrix A, is non-zero matrix, then we shall apply above process on A,. Since we know 

that £-transformation will not effect the first row and first column of D, so that we shall apply 
£-cransformations on 2? and (here no need to take A1 separately. Continuing this process finitely we 
obtain a matrix Af such that

Ik O 
O 0 ■M =

This implies the matrix M has a rank K. But M is obtained from A by a finite number of 
£-iransformations and we know that £-transfonnations do not change the rank, therefore K must 
be equal to r.

Hence the matrix A of order m x n of rank r can be reduced to the form ^ ^ hy a finite

number of £-transformations.
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The form ^ ^ of A is also called first canonical form.

f I
Corollary 1. The rank of matrix of order mxn is r if it can be reduced to f 

finite number of E-transformations. '
Corollary 2. If A is a matrix of order mXn of rank r, then there exist non-singular matrices 

P and Q such that

0 ,^ i>>' aO 0

O O

• 7.8. EQUIVALENCE OF MATRICES

Definition. Let A be a matrix of order mxn. If a matrix B of order mXn is obtained fmni 
A by a finite number of E-transformations, then A is called equivalent to B. It is denoted b\ 
A ~B (Read as A is equivalent to B).

Theorem. The relation in the set of alt mxn matrices is an equivalence relation.
Proof.
(i) Reflexivity. If A is a matrix of order m x n. then A is equivalent to A i.e.. A - A.
(11) Symmetry. Let A and B be two matrix of order mxn and A ~B. This implies if B is 

obtained from A by a finite number of £-transformation, the A can also be obtained from B by a 
finite £-transformations. Hence A - A.

(Hi) Transitivity. Let A. B. Cbe three matrices of order mxn and A ~B,B ~C. This implies 
that of B is obtained from A by a finite number of f-lransformations and C is obtained from B by 
a finite number of B-transformations, then C can also be obtained from A by a finite number of E- 
transformations. Hence A - C.

Hence the relation is an equivalence relation.

• SOLVED EXAMPLES

Examples 1. Determine the rank of the following matrices
"1234’

2 4 6 8
3 6 9 12

1 2 3 
3 4 5(0 (<0
4 5 6

Solution, (i) The square submatrices of the given matrix are
ri 3 4’
2 6 8 A4 =
3 9 12

. 1 2 3
2 4 6
3 6 9

1 2 4
2 4 8
3 6 12

2 3 4 
4 6 8 
6 9 12

A,= A2 -

detA| = 1 (36 - 36) + 2 (18 - 18) + 3 (12 - 12) = 0 
detA2= i (48 - 48)+ 2 (24-24)+ 4 (12- 12) = 0 

1 (72 - 72) + 3 (24 - 24) + 4 (18 - 18) = 0 
det A4 = 2 (72 - 72) + 3 (48 - 48) + 4 (36 - 36) = 0.

Therefore determinant of all square submatrices of the given matrix of order 3x3 are zero 
so the rank of the given matrix is less than 3. Now the square submatrices of the given matrix of 
order 2 x 2 are

det A 3 -

1 2 1 3 1 4 2 3 2 4 2 4
2 4 2 6 ’ 2 8 • 4 6 • 4 8 ’ 3 6
2 6 2 8 4 6 4 8 6 8 1 2 1 3
3 9 3 12 ’ 69 ’ 9 12 ' 36 ■ 396 12

1 4 2 3 2 4 3 4
3 12 ' 69 ’ 6 12 9 12

Obviously the determinant of all square submatrices of order 2 x 2 are zero. Thus the rank of 
the given matrix is less than 2. Since the given matrix is non-zero matrix. Hence the rank of the 
given matrix is 1.

1 2 3
3 4 5
4 5 6

(ii) A =
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Htmk d! II Miiin idet A = 1 (24 - 25) + 2 (20 - 18) + 3 (15 - 16) = - 1 + 4 - 3 = - 2 + 2 = 0.
Therefore the rank A *3

1 31 2Now the square submatrices of A of order 2 x 2 are ^4 • - etc.1 - 3 53 4
deti4|=4-6 = -2;t0

Hence the rank A = 2.
0 10 0 
0 0 10 
0 0 0 1 
0 0 0 0

, find the rank of A and p}.Example 2. If A =

Solution. Since the matrix A is an Echelon form and there are three non-zero rows. Therefore 
rank of A is equal to the number of non-zero rows. Hence rank of A = 3.

Next find A^
0 10 0 
0 0 10
0 0 0 1 
0 0.0 0

0 0 10 
0 0 0 1 
0 0 0 0 
0 0 0 0

0 10 0 
0 0 10 
0 0 0 1 
0 0 0 0

A'

Obviously A^ is an Echelon form and having two non-zero rows. Hence the rank of A^ = 2. 
Example 3. Use E-transformation to reduce the following matrix A to triangular form and 

hence find the rank of A.
8 13 6
0 3 2 2

-8-1-34
A =

Solution. Since we have
8 13 6
0 3 2 2

-8-1-3 4
A =

113 6 
0 3 2 2 
0 0 0 10

1 13 6
0 3 2 2

-1-1-34
by C,^|c by /?3 —> /?3 -I- /?].I ~

This matrix is a triangular matrix (Echelon form) and it contains three non-zero rows. Hence 
the rank of A = 3.

Example 4. Find two non-singular matrices P and Q such that PAQ is in the normal form
where

1 1 1

A = 1 - I - 1 
3 1 1

Solution. Since we have
A=/3A/3

1 0 0 
0 1 0 
0 0 1

1 0 0
0 10. 
0 0 1

1 1 1
1-1-1 
3 1 1

-.(1)Ai.e..

Now applying E-transformation on the matrix A on the L.H.S. of (1) until A reduced to the 
normal form. In this process we apply £-row transformation to pre-factor Ij of R.H.S. of (1) and' 
£-column transformation lo post-factor I3 of R.H.S. of (1). Now performing Ei—> /?2 ~
/?3 /?3 - 3R\, we get

1 0 0 
0 1 0 
0 0 1

1 0 0 
-110 
-3 0 1

1 1 1
0-2-2 =
0 -2 -2

performing C2 C2 - Cj, C3 ^ C3 - Ci
fi 0 0] r 
0-2-2 =
0 -2 -2

A

1 0 0 
-110 
-3 0 1

1-1-1 
0 1 0
0 0 1

A
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.performing

1 0 0-
1 0 0
0 1 1
0-2-2

1-1-1 
0 1 0
0 0 1

A

-3 0 1

performing -> /?3 + 2/?2

1 0 0
1 0 0 
0 1 1 
0 0 0

1-1-1 
0 1 0
0 0 1

A

-2-11

performing C3 —> C3 - C2

1 0 0
1 0 0 
0 1 0 
0 0 0

1-1 0 
0 1-1
0 0 1

- -- 0 2 2 A

-2 -1 1

(h o 
o o = PAQ

1 0 0
I - 1 0
0 1-1 
0 0 1

where P = . e=
-2-11

Hence rank of A = 2.

• STUDENT ACTIVITY
1. Determine the rank of the matrix

8 13 6
0 3 2 2

-8 -1 -3 4

1 1 1
2. Convert the following matrix into normal form and hence find its rank 1 - 1 - i

3 1 1
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Rank of a Matrix

• SUMMARY
• Sub'inatrix : A matrix obtained by deleting some rows and columns from the iven matrix is 

called sub-matrix.
• Minor of a Matrix : The determinant of every square sub-matrix of a given matrix is called 

a minor of the given matrix.
• Rank of matrix : A positive integer r is said to the rank of a matrix A, if it contains at least 

one square submatrix of order r x r whose determinant is non-zero while any square submatrix 
of A of order (r 1) x (r + 1) or greater is sinular.

• Normal form : If the given matrix is reduced to the form 

normal form of the given matrix.

Ir 0 , then this form is called0 0

• TEST YOURSELF
Determine the rank of the following matrices :

1 2 3
2 1 0 
0 1 2

1 2 3
3 4 5
4 5 6

12-7 5
0 5 0 8 
0 0 0 -8

1. 2. 3.

1-13 6
1 3-3-4
5 3 3 11

1-347 
9 .1 2 .0 ■4. 5.

1 0 2 1'
0 1-2 1
1-1 4 0

-2 2 8 0

6 13 8
4 2. 6-1

10 3 9 7
16 4 12 15

10. Reduce the following matrix to its Echelon form and find its rank ;
■ 1 3 4 5'

3 9 12 9 .
-1 -3 -4 -3

10. Reduce the following matrix to normal from and find its rank :
'O 1 3 - 1 ■
10 11 
3 1 0 2 ■
11-2 0

'8 00 1'
10 8 1
O' 0 1 8

6. . 7. 8.

0 1 1 8
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11. Change the following matrix A into normal form and find its rank

" 1 2-1 4’
2 4 3 5.

-1 -2 6 -7
A =

ANSWERS

3.2. 4.3. 5. 3. 6.2. 7.3. 8.2.1. 2.
9. 3

OBJECTIVE EVALUATION 
> FILL IN THE BLANKS :
1. The rank of/i and/l^are.........

1 2 3' .
2 4 5'^

2. 1.
11. 310. 2.

2. The rank of/4 =

If .4 is a non-zero column matrix and B anon-zero row matrix, then rank of (/Ifi) 
The rank of two equivalent matrix are.........

r 1 2 3’
The rank of a matrix 0 1 4 is..........

0 0 0

3.
4.

5.

► TRUE OR FALSE ;
Write ‘T’for True and ‘F’for False statement:
1. If rank/4 = 3. then the rank of its transpose is 3.

To 1 2 3' •
2. The rank of the matrix 0 0 I - 1 is 3.

0 0 0 0

(T/F)

(W)

On.
fl21 and B = [fcu bu ■■■ b^^, then the rank of AB = 1. (T/1‘)3. If/1 =

am\
If the rank of a square matrix of order /i is /i - 1, then Adj A 9^ 0.
The rank of a matrix is always greater than or equal to the rank of its-eyery. submatrix. (T/F)

iVF)

(T/F)4.
5.
6. • The rank of (AB) > rank of A.
MULTIPLE CHOICE QUESTIONS ;
Choose the most appropriate one :

«11 0|2 «ll is:is 2. then rank of1. If the rank of A =
</\2 '^22 

(d) None of these.
«21 <^72

(C) I(a) 3 (b)2
If A is a null matrix, then its rank is ;2.

(d) None of these.(b) 1 (c)2(a) 0
The rank of is :3.

(c)5
If A and B are equivalent, and rank A = r, then rank of B is : 
(a) r-l

(d) 6.(a) 2 {b)3
4.

(d) 0.(b)r+l (c)r

ANSWERS

Fill in the Blanks :
1. Singular 

True or False :
1. F 2. T 3.T 4. F 5. T 6. F

Multiple Choice Questions :
l.{b) 2. (a) 3.(d) 4.(c)

5. Same4. Vanish2. 1 3. n

□□□
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8
DIVERSE OF A MATRIX

LEARNING OBJECTIVES

# Inverse of a Marices
# Adjoint of a Matrix
# Solved Examples

• Test Yourself-1 ,
# Some Important Theorems on Inverse of a Matrix
# Solved Examples

• Student Activity
• Summary
• Test Yourself-2

LEARNING OBJECTIVES
After going through this unit you will learn ;

# How to adjoint of a matrix
# How to to find the inverse of the given matrix

• 8.1. INVERSE OF A MATRIX
Let A be any square and non-singular matrix. If there exist a matrix B such that 

AB = BA = /, where I is the unit matrix, then B is called the inverse of A.
A~^ = B.

Some Important Theorems :
Theorem 1. The inverse of a matrix, i/exist is unique.
Proof. Let/I be any given square matrix.
Let if possible there exist two inverses B and C of /t.
Then, by definition of inverse of a matrix, we have 

AB = BA=I

t.e.

• .(1)
...(2)AC = CA =I 

Now from (1) and (2). we have
and

AB=AC =» B{AB). = B{AC)
{BA) B = {BA) C
IB=IC

(by associativity) 
[using (1)]

B = C.=>
Theorem 2. If A and B be two non-singular or invertible matrices of the same order then 

AB is also non-singular and

Proof. Let A and B be two non-singular matrix.
=> A' ‘ and B" * must exist i.e., AA~ * = I and BB-1 = /

{AB){B~^A-^)=A {BB'^)A'^ 
= A{T)A-^

(by associativity)
(. BB

Therefore
-1 = /)

-1= AA = l
{AB) (a"*A"') = /
{BT ^ A~') {AB) = -4’’ {A~ ‘A) B 

= B'^ {IB)
= B'^B=I. 

Now from (i) and (ii), we conclude that

...(i)
(by associativity) 

(•.• AA-^=I) 
.-(ii)

Also
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Ali;ebra, Trigonometry and Vectors (AB) (B" ‘ A" ‘) = (B' ‘ A' *) (AB) = I 
=* is the inverse of AB

(AB)’‘=B"’A"‘,i.e..
REMARK

^ The result, discussed in theorem 2 is also known as “Reciprocal law for the inverse of the 
product”.

• 8.2. ADJOINT OF A MATRIX
Let A = [fly] be a square matrix of order nxn and Cy be the cofactors of the element n,, in 

the determinant of A i.e. \ Oy |

Cii C21 C„i 
C12 C22 • •. C„2then adjoint of A =

C|„ C2« ... C,nm

REMARKS
► Adjoint of a given square matrix can be obtained by transpose the matrix of cofactors. 

Here, it is clear that the cofactors of the elements of the first row of | a,j \ are the elements 
of the first column of Adj A.

>

Some Important Theorems ;
Theorem 1. If A = (ay) be a non-singular matrix of order an n x n. then 

A .{Adj.A) = (Adj.A).A=\A\.I„
where /« is an nXn identity matrix.

Proof. Since, we know that Adj A = {Cjf\ 
where is the cofactors of a^ in | Oy | such that Cjk = C^j.

A.(AdjA) = (ay)(C';i) = [B,.t] (say)Now
n n

Bn- Z aijCjg- S ayCty 
>1 ;='

= IA |, if t = it 
= 0 if i*k.

Therefore, all diagonal terms of A . (Adj. A) are | A j and all non-diagonal elements are zero.
Ha I 00 ...0 '

0 |A I 0 ... 0 
A.(Adj.A)= 0- 0 |A|...0

(by using C;,. = Qfwhere

Now

0 0 0 |A

1 0 0 
0 1 0 
0 0 1

0
0

= \A\.r= iA| 0 ...(1)

0 0-0 1
Similarly, we can easily prove that

(Adj.A).A=|A|./.
Now, from (i) and (ii) we conclude that

A.(AdjA) = (AdjA).A = lA|./ 
^ (Adi A) _ (Adj. A)

...(ii)

-A =/Ml Ml
Adi A -1 A'‘A)A-* (by using / = AAMl'
Adi .A^ The inverse of A =

Theorem 2. If A = [oyj be a non-signals matrix of order nxn matrix, then
\Adj.A\=\Ary 

Proof. Since, we know that

Ml
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IA 1.1 Adj /4 I = IA . adj 4 ITherefore

Ml 0 0 0
0 Ml 0 0
0 0 Ml 0

0 0 0 Ml

M(.(AdjA(=[M(r
Since jA M 0- therefore divide both sides by | A |, we get.

iAdjAi=Mr-’
Theorem 3. If A and B are two non-singular nxn matrices, then 

Adj (AB) = {Adj B). {Adj A).
Proof. Let A and B be two n x n matrices.
We know that A . (adj A) = | A I • ^

(AB). (Adj AB) = M^ I-
Now consider (AB). (Adj B). (Adj A)

= A . B . Adj B . Adj A 
= A.(B Adj B).(AdjA)
= A.|B|./.AdjA 
= A.|Bl.Adj.A 
= 1B I . A . Adj A 
= |B|.|A|./ = 1A).)B)./
= 1AB|./

...(1)

('.• 8.Adj6 = |B|./)

-..(ii)

(••• |A«1 = MI-1«1)
Now, from (i) and (ii), we conclude that

(AB). (Adj AB) = (AB). (Adj B). (Adj A) 
Adj. (AB) = (Adj. B). (Adj. A).

• SOLVED EXAMPLES
1 1 3

\.'Firui the adjoint of the matrix A if A ~ 0 .1 - 1
2 0 4

'A such that 
0 -I 
2 4

Solution. Here, first we find the cofactors o 
1 ~1 
0 4

= -2= 4 Cl2-Cii

1 30 1 = -4= -2 C21 - -Cl3 = 0 42 0

1 3 1 J = 2= -2 C23 = -C22- 2 02 4
11 3

1 -1
C32-C3,= = ~4 0 -1

1 I = 1.C33-and 0 1
Therefore, the matrix of the co-factors of A is given by 

4 -2 -2'
C= -4 -2 2

-4 ] 1
4 -4 -4

Adj (A) = transpose -2 -2
[-2 2 1

1 2Example 2. Find the adjoint of (he matrix A = 3 and verify the following result

1
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Solution. For »he given matrix A, we have

Cii = - 5, Ci2 = ~ 3, C21 = ~ 2, andC22-l- 
Therefore, the matrix of cofactors is given by 

'-5 -3]
-2 1C =

-5 -2 
-3 1Adj(A) = C' =

-5 -2 
-3 1

- ir 0' ‘ 
0-11

1 2 
3 -5 ■A.(AdjA) =Now

-5 -2 
-3 1

L 2 
■3 -5

-11 0 
0-11 'and (Adj.A).A =

Also, we have
1 2Ml= ; = -5-6 = -U.-5

Therefore, we conclude that
-II 0 

0-11
1 0A,(AdjA) = (AdjA)./l = = |A|./.= -11 0 1

• TEST YOURSELF-1
1. Find the adjoint of the following matrices ;

'l 2 4]
(1) 5 7 8 

9 10 12
-1 -2 3’

(iii) -2 2 1
.4-5 2.
'1 2 3]

(v) O' 5 0 
2 4 3
-4 -3 -3 

(vii) 1 0 1
4 4 3

1 0-1 
3 4 5
0 -6 -7

(ii)

1 5 7
2 3 1 
4 3 2

•rtf, •

(iv)
r

-1 -2 3
(Vi) -2 1 1

-4 -5 2
1 2 3'

(viii) 4 5 6 
6 7 9

Verify that the adjoint of a diagonal matrix of order 3 is a diagonal matrix. 
'12 31

IfA= 0 5 0 ,findA^-2A + AdjA.
2 4 3
'i 1 r

IfA= I 2-3 , then verify that A (Adj. A) = (Adj A) - A = 1A 1./. 
2-1 3

2.

3.

4.

ANSWERS

4 16-12
12 -24 12

-13 8 -3

2-6 4
21 -7 -8 

-18 6 .4
1. (i) (ii)

9 -11 -8 
8-14-5 
2 -13 -6

3 n -16 
0 -26 13

-6 17 17
(iii) (iv)

15 6-15
0-3 0

-10 0 5

7 -11 -5 
0 10 -5

14 3-5
(V) (Vi)
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-4 -3 -3 

1 0 1 
4 4 3

3 3-3
0-9 6

-2 5-3
(vii) (viii)

20 26 -9 
0 12 0 

-6 28 14
J.

• 8.3. SOME IMPORTANT THEOREMS ON INVERSE OF A MATRIX ^
Theorem 1. The necessary and sufficient condition that a square matrix may possess an 

inverse is that it be non-singular.
Proof, (i) Necessary Condition. Let Absznxn matrix, and B is the inverse of A.
Then, we have

AB=:I =» \AB\ = \I\ 
|^].1B1 = |/1 = 1 ^ 141^0 . y

i4 is non-singular.
(ii) Sufficient Condition. Let A bean n x n matrix, which is non-singular and there be another 

matrix B defined by
1B = (Adj.A).|AJ

1 1(Adj.A) = (A . Adj. A)Then, we have AB=A lAT |A|

1 .iA|,/ = /.. "|A|
Similarly, we can find

I1 [(Adj. A). A](Adj. A). A =BA = MlMl
1 .(A(./ = /,"mi

Hence, B is the inverse of A.
Theorem 2. The inverse of transpose of a matrix is the transpose of the inverse. 
Proof. Let A be the given matrix, whose inverse is A" V 
Then, we have

AA"* = A''a =/. ,..(i)
Taking transpose of (i), we get

(AA-y=(A-^Ay = ir)' 
(A" ')'A' = A'(A"')' = / (by using, (AB)’ = B'A' and /' = /)

^ A' is invertiable
(Ar'=(A-‘)'.and

Hence, the inverse of a transpose of a matrix is the transpose of the inverse. 
Theorem 3. The inverse of the inverse of a matrix is the matrix itself. 
Proof. Let A be the given matrix and A"' is the inverse of A.
Also we have

aa'’ = a'M^i. ...(0
Taking inverse of (i). we get

(AA-V‘-
(a-Va-‘ = (a-*)(a-‘)

(A->A)-'
(/)■'

= (/->)=/-1

(by using (AB)" ’ = B M'' and T' == /)
(a-V'a-' = (a'')(a-') -1 = /

=* A ‘ is invertiable.
(A-'j-.'^A

^ the inverse of the inverse of A is A itself
Theorem 4. If a non-singular matrix A is symmetric, then A is also symmetric.

and
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Algebra, Trigonometry and Vectors Proof. Let A be a non-singular matrix.
Also, lei A is symmetric. To show A 
SinceA is non-singular exist.

A" U =/ = r = (AA"')' = (A’ V A'
A-’A=(A'V/i
A-> = (A->)'
A * is symmetric.

-I is symmetric.

(•.• (ABy = B'A')=e
1('.' A is symmetric =^A =A)

=>

• SOLVED EXAMPLES V ;
3 -2 -1 

-4 1^1
2,0 1

Example I. Find the inverse of the matrix A =

3 -2 -1
Solution. Here, we have |A I = -4 1-1

2 0 I
= 1 ;i0 .

^ A is non-singular 
A~' must exist 

Now, find the cofactors of A
1 -1 
0 1

-4 - 1 
2 1

-4 1Ci,= = 1; Ci2 = = 2; Ci3 = = -22 0
-2 - 1 3 - 1 

2 l
3 -2 
2 0^21 - = 2; C22 = = 5; C23 - - = -40 I

-2 -1 3 - 1 3 -2 
-4 1Cj5 - = 3; Cyi- = 7; C3,= = -5.1 - 1 -4 -1

Therefore, the matrix of the cofactors is given by
’1 2 -2I
2 5-4
3 7 -5

C =

Adj. A = Transpose of C = C' 
■ 1 2 3'

= 257
-2 -4 -5

1 2 3
2 5 7

-2 -4 -5

A^.AA-' =Therefore, 1-4]

4 3 3
Example 2. Find inverse of the matrix A = - 1 0 - 1 

-4 -4 -3
Solution. Here, we have

4 3 3
lAl= -1 0-1

-4-4-3
= - 1 *0,

A is non-singular and therefore invertible. 
Now we find the cofactors of A.

0 -1 
-4 -3

-1 -1 
-4 -3

-1 0
-4 -4Cu = -4, Cu = - = U C,3 = 4

3 3 
-4 -3

4 ? =0, Ci3 = 4 ' =4C21 - — ~ 3, C22 — -4 -3 -4 -4

76 Self-Instructional Material



3 3 
0 - i

Inverse of a Mairi.\4 3 •
-1-1

4 3
Cji - - = -3, C32 = - = 1. C33 = - -3.-1 0

Therefore, the matrix of the cofactors is given by
"-4 1 4 ‘
-3 0 4
-3 1 3

C =

-4 -3 -3 
1 0 1 
4 4 3

Adj. >t= Transpose of C =

-4 -3 -3 
1 0 1 
4 4 3

4 3 3
-1 0-1 
-4 -4 -3

Adi.A_-l 
|A| 1

A-* =Now %

Solved Examples Based on Second Method :
1 -3 2
2 0 0
1 4 1

Example 3. Find the inverse of the matrix A =

Solution. Consider AB = I, where B is the inverse of A.
1 0 o’

[B]= 0 1 0 
0 0 1

1 -3 2
2 0 0
1 4 1.

1 0 0 
0 1/2 0 
0 0 I

1 0 0 
1 -3 2 
I 4 1

[B] =

/?i /J2
0,1/2 0 
1 0 0
0 0 1

10 0
-1-3 2 [B] =

1 4 1

^2 -» /?2-Bi and ^3 - we get
f-1 0 0 ’

- 0-3 2 [B] =
0 4 I

0 1/2 0 
1-1/2 0 
0-1/2 1

R2~^R2-2R3. we get
0 1/2 0
1 1/2 -2
0-1/2 1

1 0 0 
0 -11 0 
0 4 1

[B] =

1B2 - 77 Ri. we get11
1/2 0 

-l/Il - 1/22 2/11 
0 -1/2 1

01 0 0 
0 1 0 
0 4 1

[B] =

1?3 -» B3 - 4^2, we get
0 1/2 0 

- 1/11 - 1/22 2/11 
4/11 -7/22 3/11

1 0 0 
0 1 0 
0 0 1

[B] =

0 1/2 0 
- 1/11 - 1/22 2/11 

4/11 -7/22 3/11
B =

which is the required inverse of-4.
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Algebra, Trigonometry and Vectors • STUDENT’S ACTIVITY
1. If A be a non-singular matrix of order nxn, then 

A . (Adj. ,4) = Adj. -4) A = I /t I. 
where l„ is the unit matrix of order nxn.

1 -3 2
2 0 0
1 4 1

2. Find the inverse of the matrix A =

SUMMARY
For square non-singular matrix A,

A (Adj. 4) (Adj.A) = |A['' 
For any non-singular matrix of order nxn, 

|Adj.Ay = |Ar 
Adj (AS) = (Adj, B) (Adj. A)

Inverse of a matrix : A

-1

- i

a'

Adj. (A)-1

Ml
-I -1 -1(AS) ' =B ‘A 

(A-V=A.
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Inverse of o Matrix
TEST YOURSELF-2

1. Find the inverse of the following matrices :
2 4 3

(i) 0 1 1
2 2-1
I 2 3'

(v) 2 4 5
3 5 6

12,1 
3 1 2 
0 0 2

1 2 1 
3 2 3 
1 1 2

1 I 1
2 2 3 
2 4 9

(iii) (iv)(ii)

1 2 3
1 3 5
1 5 12

1 2 3 
0 5 0
2 0 3

2 2 2 
2 5 5
2 5 11

(vi) (vii) (viii)

1 2-1 
-1 1 2 
2-1 1

I 2 4
5 7 8
9 10 12

(X)(ix)

1 -1 1 
2-10 
1 0 0

then show that A^ = A• 2. IfA =

3. Find the inverse of
cos 0 - sin 0 0 

(i) A = sin 0 cos 0 0 
0 1

111
I w , where w is the cube roots of unit; 

w
(ii) A =

210 w

0 1 0 
1 0 0 
0 0 1

«
is its own inverse.4. Show that the matrix A =

-i_ ct Pa P , show that (a + ip)5. If a + iP P a-P a
a + ib c + id 

-c + id a - ib
if a^'+b^ + c^ + d^=l.6. If A =

a - ib -c - id 
c -id

-1Then show that A a + ib
(n- 1)'7. Prove that | Adj (Adj A) | = | A | , if IA ! 0 is any nxn matrix.

ANSWERS

0 -3 -3 
6 -2 -1 

-3 1 5

3 - 10 - 1 
8 2 

2 -4-2

I1 ('i) ^1. (i) -2 94

-6 5-1
15 -8 I 
-6 3 0

-1/4 3/4 -1
3/4 -1/4 0

- 1/4 - 1/4 1

1(iv)(iii) 3

11/3 -3 1/3
-7/3 3 - 2/3

2/3 - 1 1/3

1- 3 2
-3 3-1
2- 1 0

(vi)(V)

5/6 - 1/3 0
- 1/3 1/2 - 1/6

0 - 1/6 1/6

15 -6 -15 
0-3 0

-10 4 5

1 (viii)(vii)- 15

3-1 5
5 3-1

-15 3

-1/6 -2/3 1/2
- 1/2 
13/24 -1/3 1/8

1
(X)1 -1/2(ix) 14

0 -1/2cos 0 sin 0 0
- sin 9 cos 9 0

0 0 1

3 : i/2-1(ii) -13. (i) 4
1/20 1/4I
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Algebra, Trigonometry and Vectors OBJECTIVE EVALUATION 
>• FILL IN THE BLANKS :
1. Non-square matrix has ...
2. A matrix A is said to be singular if | A [ = ...
3. A matrix is said to be
4. If t A I 0, then matrix is said to be.......
► TRUE OR FALSE :
Write T for true and F for false statement:
1. If A, B are any two « x n matrices such that BA = 0, where 0 is the null matrix, then at least • 

one of them is non-singular.
The inverse of an orthogonal matrix is not necessarily orthogonal.

3. Adj.(AB) = Adj(A).Adj.(fl)
4. The inverse of matrix A exist if A is singular
> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

inverse.

if it is square and non-singular.

(T/F)
2. (T/F)

(T/F)
(T/F)

1. The transpose of the matrix of cofactors is known as : 
(b) Adjoint(a) Inverse

2. For the inverse of a matrix A it is necessary that A must be : 
(a) Singular

3. The (AdJ. A)/| A | is known as ;
(b)A"

(c) Transpose (d) None of these.

(b) Non-singular (c) Diagonal (d) None of these.

-I(a) A (c)A (d) None of these.

ANSWERS
Fill in the Blanks : 

1. no
True or False :

2.0 3. Invertible 4. Non-singular

I.T 2.F 3.T 4.F
Multiple Choice Questions ;

l.(b) 2.{b) 3. (a)

□□□

■/

■ ,; I
' i
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Algebra, Trigonometry and Vectors UNIT

9
APPLICATION OF MATRIX

LEARNING OBJECTIVES

# Homogeneous Linear Equations
# Nature of the Solution of the Equation AX = 0
# Solved Example

# Test Yourself-1
# Non-Homogeneous Equations
# Condition for Consistency 

Solved Examples
# Student Activity
# Summary
# Test Yoursell-2

LEARNING OBJECTIVES

After going through this unit you witi learn ;
# How to find the solution of the system of linear equations using matrix method.

• 9.1. HOMOGENEOUS LINEAR EQUATIONS
Let us consider a system of linear homogeneous equations as follows :

flllXi +012^:2 + ... + = 0
+ a-nXi + ... + a-2^„ = 0 

an,\X\ + a„iX2 + ... + = 0

..(1)

These equations are m equations in n unknowns. Any set of numbers xj, X2,... x„ ;hat satisfies 
all the equations (1) is called a solution of (1).

Trivial solution. The solution Xj = 0,X2 = 0,... x„ =0 of the equations (1) are called trivial
solution.

Non*trival solution. Any other solution, if it exists, is called a non*trivial solution of 
equations (1).

Let the coefficient matrix be
tJll «12 ... «ln

fl2i 022 amA =

am] am2 d/nn m X n

0
0

and , 0 = 0*3

0Xn m X 1n X I

Then the equations (1) can also be written as 
AX = (i.

This equation (2) is called a matrix equation.
Theorem. IfXi andXiare two non-trivial solutions of (2), then kiXi + k2X2 is also a solution 

of (2), where k^ and k2 are any arbitrary numbers.

...(2)
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Applicariim iij MnirhrxProof. Since the equation (2) is
AX = 0 and /lATi = 0,/lArj = 0 are given

Now consider.
+ kiXj) = it,(i4.V,) + k^AXi) = *,(0) + ^^(O) =0. 

Hence itiA'i + kiX2 is the solution of (2).

• 9.2. NATURE OF THE SOLUTION OF THE EQUATION AX = 0
Since /4A = 0 is a matrix equation of a system of m homogeneous linear equations in n 

unknowns and A is a coefficients matrix of order m x n. Let the rank of <4 be r. Then obviously r 
can not be greater than n. So that either r is n or r is less than n. Therefore these are some cases.

Cnsc I. If r » n. then the equation AX = 0 will have no linearly independent solution. So in 
this case only trivial solution will exist.

(Meerut 2002)
Cose II. Ifr <n.then there will be (n - r) linearly independent solution of AY = 0 and thus in this 

case vx'c shall have infinite solutions.
Case III. Suppose the number of equations are less than number of unknowns i.e:. m<n 

and since r <hi. then obviously r<n thus in this case a non-zero solution will exist. Therefore the 
equation AX 0 will have infinite solution.

• SOLVED EXAMPLES
Example 1. Fi/id all the solution of the follwoing system of linear homogenous equations 

x~2y + z-w^:0 
x + y-2z + iw = 0 

4jr + y - 5z + 8»v = 0 
Sjr - 7y + 2z - w = 0.

Solution. The coefficients matrix is given by 
■■l -2 1 -l]
11-23 
4 1-5 8 •
5-7 2-1

Change this matrix into Echelon form as follow : 
performing /?2 —»- 4/?i and 5R]

fl -2 1 -ll
0 3-34

“ 0 9 -9 12
0 3-34

A =

performing ^ ^

1-2 1-1
40 1-1 3

0 9 -9 12

0 3-34

performing Rj—tR}- 9/?2- Ri—*Rt~ 3/?2
1-2 1-1

40 1-1 3
0 0 0 0

0 0 0 0

This is an Echelon form and having two non-zero rows. Hence rank of A = 2. Therefore the given 
system of equation is equivalent to
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Algebra, Trigonometry and Vectors 1 -2 1 - 1
X40 1 -1 3 = 0
z0 0 0 0
w

0 0 0 0

x-2y + z-w = 0 

y-z +

■..(1)or
^ w = 0. ...(2)

Let Z = Cj, W = C2

4From (2) y = Ci-rrC23
5

and from (1)

Hence solution is x = cj-^ 

where Cj and C2 are arbitrary numbers.

-' = Cl-'jC2

4
-C2,y = C, -yC2.2 = C,,W = C2

TEST YOURSELF-1
Find the solutions of the following system of linear homogeneous equations :

2. .* + y - 3z + 2w = 0 
3j: - 2y + z - 4w = 0 
-4x + y - 3z + w = 0.

4. 2x-3y + z = 0 
x + 2y-3z = 0 
4x-y-2z = 0-

1. , j: + 2>' + 3z = 0 
3j: + 4y + 4z = 0 
lx + lOy + I2z = 0- 

3. x + y + z = 0
2x + 5y + 7z = 0 
2x-5y + 3z = 0,

Show that the only real values of X for which the following equations have non-zero solution is 6 
: X + 2y + 3z’= Xx, 3x -H ly -H Iz = Xy, 2x + 3y z = Xz.

ANSWERS

4.^ = 0=.v = zljr = 0=y = z 2. x = 0= y = z = H' 3. x = 0= y = z

• 9.3. NON-HOMOGENEOUS EQUATIONS
Let us consider a system of equations which are non-homogeneous as follows :

ai,Xi-Hai2X2+...+ai;r*n = *l 
021-^1 + U22X2 a-2^n = f’l ...(1)

o„\Xi + a„2X2 + ...+

These are m equations in n unknowns. Let 
«li <^12 ...
«21 *^22 ••• <^2nA =

U/nl ^m2 Umn mx n

b\xi

\B=•^.2X =

b.x„ nx 1

Then the system of equations (1) can also be written as 
AX = B.

This equation is called matrix equation. If xi. X2, ... x„ simultaneously satisfy the equation (2), 
then (xj, X2,... x:„) is called the solution of (2).

m X I

...(2)
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Consistency and inconsistency. When there will exist one or more than one solution of the 
equation AX = B. Then the equations are said to be consistent otherwise said to be inconsistent 

Augmented matrix. The matrix of the type
Oil ...

Qjl 022 ■ ■ •

Application of Matrices

On

[A|B]

bn,^mn

is called the Augmented matrix of the equations-

• 9.4. CONDITION FOR CONSISTENCY
Theorem. The equation AX = B is consistent if and only if the rank of A and the rank of 

the augmented matrix [A [ B] are same.
Proof. Since the equation is 

AA' = B
The matrix A can be written as

...(1)

A = [C„C2.,.,C„1
where C], C2. C„ are column vectors. Then the equation (1) can be written as

^2[C,.C2,,,C„] = B

XiCi + X2C2 + ... + x„C„ = B ...(2)or
Suppose the rank of A is r, then A has r linearly independent columns. Let these columns be 

C\, Cl.... and these Cj. Ci,... are linearly independent and remaining-(n - r) columns are 
linear combination of Cj, C2,... Q.

Necessary condition. Suppose the equations are consistent, there must exist ki, ki,... k„
such that

k,C, +k2C2 + ... + k„C„ =B.
But C,.+ 1, Cr*2. C„ is a linear combination of C|, C2,... C„ then from (2) it is obvious 

that B is also a linear combination of C|, C2,. - - C, and thus [A | B] has the rank r. Hence the rank 
of A is same as the rank of [A | B],

SufTicient condition. Suppose rank A = rank [A |B] = r. This implies that [A | B] has r linearly 
independent columns. But C], C2,... C^of [A |B] are already linearly independent. ThusB can be 
expressed as

...(3)

B — k\C\ + k2C2 + ... + k,Cr ...(4)
where k\.k2.... k^ are scalars.

Now, equation (4) becomes
B-k\C\ + i2C2+ ... +krCr + 0 - Cr + j + • - - + 0 . C„.

Comparing (2) and (5), we get xj =/:i,X2 = *2, ...x^ = j =0,... = Oand these values
of Xi.Xi. ... x„ are the solution of AX - B . Hence the equations are consistent.
REMARKS

...(5)

*" The n equations in n unknowns have a unique solution.
> If rank of A,< rank of [A | B], then there is no solution.
> If r = «, then there will be a unique solution.
> If r<n. then (n - r) variables can be assigned arbitrary values. Thus there will be infinite 

Solution and (n - r + 1) solutions will be lineraly independent.
> if m<n and r<m<n, then equations will have infinite solutions.

SOLVED EXAMPLES
Examples 1. Show that the equations

x + 2y~z = 3,3x-y + 2z=l,2x-2y + 3z = 2,x-y + z = -l
are consistent and solve them.
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Algebra, Trigonomeiry and Vectors Solution. The given equations can be written as
fl 2 -llr
3-1 2 *
2-2 3 ^
1 -1 iJL^

Therefore Augmented matrix is

3
1 i.e.. AX^B.2

- 1

1 2 -1 
-1 2 
-2 3

1 -1 1

3

[>1|B]= 2 1
2

- 1
performing 3/?,, R^-^R^- 2f?j. R^^R^- /?,

'l 2 -1
-7 51-8
-6 5 : -4

0-3 2 ; -4

3

we get

performing Ri-^Ri- Rj
1 2 -1 
0-1 0 ; -4
0-6 5 ; -4
0-3 2 ; -4

3

performing R^-^R^-6R2, /?4 —»fl*-3/?2
[1 2 -1
0-1 ,0 

-•o-%~5”'; 20 
0 "0 '2

performing ^3 j ^3- ^4 —> ^ ^4

'1 2-1
0-1 0 ; -4

~ 0 0 1
0 0 I

3
-4

*r*
8

\
3

4
4

performing R^-tR^-R^
1 2 -1 ; 3
0-1 0 : -4

~ 0 0 1 : 4 ■
0 0 0 ; 0

This is an Echelon form and having three non-zero rows. Thus rank A = rank of |/t | BJ = 3 
Therefore the equations are consistent 

'l 2 '-llr
0-1 O'*"
0 0 1^ 4
0 0 0

3
-4and

0

x + 2}'-2 = 3, - >> = -4, z = 4
Hence the solution is
x: = -l,>' = 4,z = 4.
Example 2. Solve the following equations by matrix method : 

x-2y + 3z = 6 
3x + y-4z = -7 

5x-3y + 2z = 5.
Solution. The given equations can be written as

'i -2 3irxi r 6'
- . ,3 1 -4 > = -7

5 -3 2 Z 5
AX = B.i.e..
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Applkaium of MairkesAugmented matrix is
1 -2 3

[A IB] = 3 1 - 4
5-3 2

6
-7

5

performing R^^Ri- 3/?,, R3 R3- SR^, we get
fl -2 3 :

[A |B]- 0 7 - 13 : -25
0 7 -13 : -25

'ji6

performing /?3 —»/?3 - ^2
6I -2 3

0 7 -13 ; -25
0 0 0 0

This is an Echelon form and having two non-zero rows and rank A = rank [A | B] = 2. Thus 
the equations are consistant.

1 -2 3
0 7 -13

6X
-25y

50 0 0 z
x-2y + 3z = (> 

ly- 13z = -25
i.e..

Let z = c, then
25 13> = -y-Hye
8 5

Hence the solution is
25 13x = --^-c,y = --^-c,z = c8 5

where c is an arbitrary constant.
Example 3. Investigate for what values ofX, |i the simultaneous equations 

X+ y + z = 6,x+ 2y+ 3z = i0,x+ 2y+ kz = \l 
have (0 No solution (it) a unique solution (Hi) an infinite solutions.

Solution. The given equations can be written as
[1 1 ^ ^
12 3 y = 10
1 2 X z 11

6X

AX = Bt.e..
Therefore Augmented matrix is

1 ! 1 
(A IB) = 1 2 3 

1 2 X

6
10
It

performing R-^^R^- R^, R^ 8®* •
[1 1 ”*1 

- 0 1 2
0 1 X-1 : li-6

6
4

performing - R2
61 1 1

- 0 1 2
0 0 X-3 : n-10

If X 3, then rank A = rank (A | B) = 3. Thus in this case a unique solution exists.
If X = 3 and Mo 10, then rank A = 2, rank (A | B) is 3. Thus rank A * rank-(A j B)-. Hence in 

this case equations are inconsistent.
If X = 3 and M = 10, then rank A = rank (A | B) = 2. Thus in this case infinite solutions exist.

4
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Examine if the system of equations x + y + 4z = 6,3x + 2y-2z = 9.5x + y+ 2z = 13 is 
consistent. Find also the solutions if exists.
For what values of X will the following equations fail to have a unique solution 

3x-y + Xz=L2x + y + z = 2,x + 2y-Xz = -l.
Will the equations have any solutions for these values of X ?
Solve 2x + 3y + z = 9,x + 2y + 3z = 6.3x + y + 2z = S.

Solve the following equations by matrix method :
Show that the following equations are inconsistent

2x~y + z = 4,3x-y + z = (i,Ax~y + 2z = l,-x + y-z = 9.
Show that the equations are inconsistent

X - Ay ■¥lz = 14, 3x + Sy - = 13, 7x - 8y + 262 = 5.
Prove that the following system of equations have a unique solution 

5x + 3y + 14z = 4,y + 22 = l,x-y + 22 = 0,
Solve the equations by matrix method

X + y + 2 = 9, 2x + 5y + 7z = 52, 2.t + y - 2 = 0.

3. Appllcaiion Ilf Mlllrice.s

4,

5.

6.

7,

8.
I

9,

ANSWERS

x=l,y = 2,2 = 3

3, Consistent; x = 2.y = 2,z = ^- 4. solution is unique; X = - no solution.

M =29 ^_5_
18'-^ 18’^" 18

1, 2. X = 2c -1,y = 3-2c, z = c
1

5. x = 9. X = l,y = 3, 2 = 4.

OBJECTIVE EVALCATION
> FILL IN THE BLANKS :
1, The matrix equation AX = 0 is a system of linear
2, If the rank of A = r, then the number of linearly independent solutions of m homogeneous

equation in n variables is.........
3, If'Xi and X2 are the solutions of AX = 0, then
► TRUE OR FALSE :
Write 'T’for True and ‘F’for False statement:
1. If X] is a solution of AX = 0, then 2Xi is not a solution of AX = 0.
2. If the rank A is less than the number of unknowns, then there will infinite solution of

WF) 
fJIF)

equations.

is also a solution of AX = 0.

(JlF)

AX = 0.
3. The equation AX = R are inconsistent if rank A *■ rank (A | B)- 
> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :
1. The matrix equation AX = 0 represents :

(a) non-homogeneous linear equations (b) homogeneous linear equations 
(c) homogeneous-non linear equations (d) None of these.

2. If X] and Xi are the solution of AX = 0, then which one is also the solution of AX = 0 :
(a) X? + X| , {b)(X,+x/ (c)X,+X2 (d)Xi/X2.
If the equations AX = B are consistent and rank of (A [ B) = 4, then rank of A is ; 
(a) 4

3.
(c)3(b)8 (d) 2.

ANSWERS

Fill in (he Blanks :
1. C|X, + C2X2 2, rank (A IB) 

True or False :
1. F 2. T 3. T 

Multiple Choice Questions :
1, (b) 2, (c) 3. (a)

3. Inconsistent

□□□
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Algebra, Trigonometry and Vectors • STUDENT ACTIVITY
1. Find the solution of

X + _y + 2 = 0 
2x + 5y + lz = 0 

- 5>' + 3z = 0

2. Solve the following equations by matrix method :
X + 2y + 3z + 11 
ix + y 2z 11 

2x + 3y + z = 1 i

• SUMMARY
• /IX = 0 is the matrix equation of system of homogeneous equations.
• If Xi and X2 are two non-trivial solutionsof AX = 0. then kiX\ + kiXi is also its solution, where

and k2 are any arbitrary numbers.
• If r is the rank of the matrix A in AX = 0, then we have following conclusions :

(i) If r = «, then /4X = 0 has only trivial solution.
(ii) If r < n, then AX = 0 has infinitely many solutions.

■ /4X = S is the metrix equation of the system of non-homogeneous equations.
• If r is the rank of the matrix A of order n x « in /fX = B, then we have following conclusions

(i) If r=n, then AX = B will have unique solution.
(ii) If r < M, then AX = B will have infinitely many solutions.
(iii) If/I is the matrix of order m x n with m <n and r < m < n, then AX = S will have infinitely 
many solutions.

• TEST YOURSELF-2
Use matrix method to solve the equations

2a:-y +3z = 9, x + y + z = 6, .r-y + z = 2.
Show that the equations x - Sy - 8z + 10 = 0, 3j: + y - 4z = 0, 2r + 5y + 6z - 13 = 0 arc 
consistent and solve them.

1.

2.
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Eigenvalues and Eigenveciors(rtii -X)Xi +a,2X2 + ■■■+ai„x„ = 0 
«’1 x> •*- ("22-^)X2+ ...+a2„x„ = 0 ...(3)

X) = 0"ni -^'l + "<i2-*'2 + •••+(«

Therefore, the coefficient matrix is
fi(i - X a

nn

12
fl22-X ..."21 (tin(/I -X/) =

Oni • "«2 "m.-X * I .n xn
For non-zero solution, the rank of the matrix (-4 - XI) must be less than the number of 

unknowns i.e.. the rank of {A-}J) must be less than n and for this the matrix (A - XJ) must be 
singular i.e.. det (/I -Xl) = 0. 
i.e.. 1 A-XJ I =0. ...(4)

This equation (4) is called the characteristic equation of the matrix A. Infacl this equation 
is an equation of degree n in X so it has n roots. These roots are called characteristic roots or eigen 
values of A and the set of eigen values are called spectrum of A.
Some Important Theorems :

Theorem 1. X is a characteristic root of a matrix A if and only if there exists a non-zero 
vector X such that

AX = XX.
Proof. Suppose X is a characteristic root of the matrix A. This implies X is a root of the

equation
\a-xi i =0.

Thus front (1) it is concluded that the matrix A - Xf is a singular matrix. Therefore the rattk 
of the matrix (A - X/) is less than the number of unknowns so there must exists a non-zero solutions 
of the equation.

...(1)

(A-X/)X = 0 I.e., AX = XX.
Conversely, suppose there exists a non-zero solution Xd^O such that 

AX = XX i.e., (A-Xr)X = 0.
Since the matrix equation (2) has a non-zero solution thus the matrix A - X/ is singular. That

...(2)

IS
|a-x/ I =0.

Hence. X is a characteristic rtxn of a matrix A.
Theorem 2. //X is a characteristic vector of a matrix A, then X cannot correspond to more 

than one cluiractenstic values of A.
Proof. Let us suppose Xf is a characteristic vector of a matrix A corresponding to two 

characteristic root X| and X2 of A. We have to prove that Xj = X2. Since X is characteristic vector 
corresponding to X, and X2. then

AX = XiX •..(1)
AX = XoA’,and ...(2)

From (1) and (2), we get
X|X:=X2X: or (X|-X2)xr=o 

X| - X2 = 0
X] =X2.

(•-• X^O)or
or

Hence proved. ' , •
Theorem 3. IfX is an eigenvector of A corresponding to eigenvalue X, then KX is also an 

eigenvector of A corresponding to same eigenvalue X, where K is any non-zero number. *: 
Proof. Since X is an eigenvector corresponding to the eigenvalue X of A. then 

AX = XX • ••(1)
suppose K is any non-zero number, then KX * 0

A (KX) = K (AA^ = KiXX) [from (1)]
• ,-5-X(KX)

A (AfAO = XfAfAT).I.e..
This implies that KX is also an eigenvector corresponding to the same eigenvalue X of A.

• 10.3. CAYLEY-HAMILTON’S THEOREM
Statement. Every square matrix satisfies'its characteristic equation
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Algebra, Trigonometry and Vectors UNIT

EIGENVALUES AND EIGENVECTORS
LEARNING OBJECTIVES

# Linear Dependence and Independence of Vectors 
9 Eigenvalues and Eigenvectors 
9 Cayley-Hamilton’s Theorem 
9 Solved Examples 

9 Student Activity 
9 Summary 
9 Test Yourself

LEARNING OBJECTIVES
After going through this unit you will learn :

9 How to find the eigen values and eigen vectors of a given vectors. 
9 How to verify Cayley-Hamilton’s Theorem.

• 10.1. LINEAR DEPENDENCE AND INDEPENDENCE OF VECTORS
Some General Definitions ;

Definition. Any ordered n-tuples of numbers is called an n-vector. Let xi, xi.... x„ be n 
numbers and be placed in fixed position. Then the ordered n-tuples (xi.xj,... x„) is called an 
n-vector. It is denoted by X=(xi,X2,... x„). These n numbers xi,X2,...x„ are also called the 
components of X.

Definition. A set of r vectors Xi,X2,... is said to be linearly dependent if there must 
exist r scalars aj, 03 dr not all zero such that

QiXi + 02^2 + ... + OfXr = 0
where Xi,Xi,... ^, are all n-vectors arid O is also n-vector whose components are all zero.'

Definition. A set of r vectors Xi,X2,... is said to be linearly independent if we have a
relation

OlXi + 02X2 + ... + ®r^r ~ ®
for which Oj = 0 = 02 = • • • = ^r'

Definition. A vector X is said to be a linear combination of Xi, X2, ■■■ X, if X can be 
expressed as

X = aiXj +02X1 ••• 
where Oi,02,a^,... a, are any numbers.

• 10.2. EIGENVALUES AND EIGENVECTORS
be a given square matrix of order nxn and let 

AX=kX
be a vector equation. It is obvious that X= 0 is a trival solution of (1) for all values of X. A 

value of X for which the vector equation (1) has a non-zero solution i.e., X*0,\s called eigen value 
of the matrix A. This eigen value is also known as characteristic value and the corresponding 
non-zero solution X * 0 is called a eigen vector or characteristic vector.

The equation (1) can also be written as
AX = XIX or {A-XT) X = 0 

where 7 is a unit matrix of order nXn. Now the equation (2) represents a matrix equation of n 
homogeneous linear equation in n unknowns. Let these homogeneous equations be given as

LetA [^ijinrcn
-d)

...(2)
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Example 2. Find the characteristic roots and the corresponding characteristic vectors of the
‘ 8 -6 2I

matrix A = -6 1 -4 .
2-4 3

Eigen Values and Eigen Vectors

Solution. The characteristic equation of the matrix A is given by 
\A->J =0

8-X -6
-6 7-k -4

-4 3-X

2
= 0

2

(8-X)((7-A) (3-3.)-16]-6[-8 + 6{3-A)]+2[24-2(7-A)]=0 
(8 - 3.) (7 - (3 - - 16 (8 - + 48 - 36 (3 - M + -^8'4 (7 - ?-) = 0

168 - lOlA + 183.^ --- 128 + leX + 48 - 108 + 36X + 48 - 28 + 4X = 0 
X^-18X^ + 45X = 0 or X(X-3) (X - 15) = 0 

X = 0,3. 15.
Hence the characteristic roots are 0, 3. 15.
Determination of Eigenvectors ;

or
or
or
or
or

LetA' = be an eigenvector corresponding to X = 0, then we have
-^3

.4xr=x;i: 
'8-6 2 
-6 7-4
2-4 3

^1 0
= 0. 0or •>^2 •*2 2=

0•^3 •*3

performing Ri <—»R 1

2-4 3
-6 7-4

8 -6 2

0
0^2
0^3

performing »f?2 + 3f?i. R^-^ R}- 4/?,
'2 -4 SlF-*!
0-5 5 X2
0 10-10

a
0
0-'^3

performing Rj —»Rj + 2R2
2-4 3 
0 -5 5 
0 0 0

0
0
0•13

This is an Echelon farm. Therefore rank of this matrix is 2. Thus there will be 3 - 2 = 1, 
non-zero linearly independent solution obtained by the equations 

Ix^ ~ 4x2 + 3x3 = 0 and " 5x2 + 5x3 = 0.
From I^ese equations, we have X2 = X3 and assume.X2 = X3 = I then from 2x| - 4x2 + 3x3 = 0. 

we get X| = -•
1
2
j is a characteristic vector corresponding to X = 0.Thus X =

1

Characteristic Vector Corresponding to X = 3.
The characteristic vector corresponding X = 3 is given by the non-zero solution of the equation 

(A~3/)X=0
'8-6 2]
- 6 7-4 X2 = 3 X2
2-4 3

•*1
or

•*3 •*3
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Algebra, Trigonometry and Vectors Let A be a square matrix of order n and the characteristic equation nf A is
I i4 ~ Aj ] = (— 1)" [A” + a|A” * + ^ + • • • + <3,1 - jA + <(,,] =0

or

then its matrix equation
X'' + a[X'' ^ + 0'^ n'2 + ... + a„.jX + aj = 0

is satisfied by the matrix X = A
A” + fliA" ' + fljA" ^ + ... + On - lA + a„I = 0 

where 1 is a unit matrix of order n and 0 is null matrix of order n.
Proof. Since A and / are two square matrix of order n and A is any characteristic root of 

A, then the matrix (A - A/) is also a square matrix of order n and whose elements are at most of 
degree one in A. Therefore Adj(A-A/) will have its elements a polynomials in A of degree 
n “ 1 or less and thus Adj (A - Af) can be expressed as a matrix polynomial in X as follows .

Adj(A-A/) = BoA’''‘+B,>.'’"^+... +B„-sA + Br, 
where Bn -1 are the square matrices of order n.

Since we know that A (Adj A) = 1 A | /„
(A-A/) Adj(A-A/)= I A-Af 1 7
(A-A/)Adj(A-Ai) = (-l)'’ [A'' + a|A''’' + ,..+a„.|A + n„l /,

Multiplying both sides of (1) by (A - A/), we get
(A-A/) Adj(A -A/) = (A-A/)[BoA'''' +B,A’''V... +B,-2A + B,_|J. ,..(3)

Prom (2) and (3), we get
(A—A/)[B()A" '+B)A" ^ + ... + B„ _2A + []

i-c.,

...(!)-1

,, (2)or

-1= (-!)'’ [r + mA- + ... +a„_ jA + <j„] /. 
Now comparing the coeffictents of like power of A, we get

-/Bo = {- 1)”/ 
ABo-ZBi =
AB| -/B2 = (- \Ta2l . (4)

AB„_2-/S„_3 = (-1)X-i/ 
AB„-i=(- l)"a„l

.4'* ^ etc. re.spectively and-1premuJiiplying first, second, third etc. equations of (4) by 4", .4" 
then adding, we get

-A"Bo + A"Bo-^""‘B, +A"-*Bi + ... =■(- l)''(A''+o,A’'"' + +aj'i 
0 = (-l)'’{A'' + fliA'’"‘ + ...+a/l 
A" + a,A"'' + ...+a,/ = 0.

Determination of A”*. If the matrix A is non-singular i.e.. l4| and provided a„*0 
because lA.| =(-Then A"'exists. Now from (5). we have 

A^ + fliA" ' + ...+ a„/ = 0 
premultiplying this equation by A'^ we get

A" * + fljA" ^ + ... + a„ ~ f + OqA ' = 0 V

A'‘ = - —[A''"‘ + a,A'''H... + a„.,/.

or
..(5)or

or
a.

• SOLVED EXAMPLES
1 2 3

Example 1. Determine the characteristic roots of the matrix 4 = 0 -4 2
' • - • 0 0 7

Solution. The characteristic equation of A is given by 
I A-A/ I =0

1-A 2 3
0 -4-A 2
0 0 7-A

= 0

(l-A)(-4-A)(7-A)=0 or A = -4,1,7.or

9l‘'.Self-ln3tructional Material



Eigen Valuei and Eigeri Vecliirs1 -2 -6 
0 -20 -40 
0 0 0

0-*1

0-■'^2

0*3

The rank of above coefficient matrix is 2. Therefore there will be 3 - 2 = 1 non-zero solution 
which is given by

' '1

X, - Zxi - 6x3 = 0 
- 20^2 - 40x3 = 0.

From second equation we get X2 = -2x3. Let us assume X3 = -l, X2 = 2. Then from first 
equation, we get

x,=-2.
-2

Hence the eigenvector X 2
- 1

1 0 2
Example 3. Obtain the characteristic equation of the matrix A = 0 2 1 and verify that

2 0 3
it is satisfied by A and hence find its inverse.

Solution The characteristic equation of A is given by
Ia-xi =0

l-X 20
0 2-X 1 =0

0 3-k
(1 - X) [{2 - X) (3 - X) - 0] + 2 [0 - 2(2 - X)] = 0 
(l-X)(2-X)(3-X)-4(2-X) = 0 
(2-X)[(l-X)(3-X)-4]=0 or (2-X)(X^-4X-1) = 0 
2X^-8X-2-X^ + 4X^ + X = 0 or X^-6XS7X + 2 = 0. 

This is the required characteristic equation of A.
Next we have to show that 
/4^-64^ + 7-4 +2/ = 0

or
2

or
or
or
or

1 0 2 
A^= 0 2 1 

2 0 3

1 0 2 
0 2 1 
2 0 3

'5 0 8
2 4 5
8 0 13

21 0 34 
12 8 23 
34 0 55

5 0 8
A^=A^.A= 2 4 5

8 0 13

1 0 2 
0 2 I 
2 0 3

and

A^-6A^ + 1A + 2I
'21 0 34 

= 12 8 23 
34 0 55

5 0 8
2 4 5
8 0 13

1 0 2 
0 2 1 
2 0 3

1 0 0
0 ! 0
0 0-1

+ 2-6 + 7

9 0 14
0 16 7
14 0 23

21-30 0-0 
12- 12 8-24 23-30 
34-48 0-0

34-48
+

55-78
- 14-H4 

-16+16- -7 + 7 
-23 + 23

0 0 0 
0 0 0 
0 0 0

-9 + 9 0
= 0. ...(1)0

-14+14 0

Hence 4^ - 64^ + 7A + 2/= 0. 
Determination of4~*.
Since 4 =-2*0. 
Premultiplying (1) by 4" *, we get 

4^-64 + 7/ + 24"* = 0
14-' [4^-64+77]or 2

5 0 8
2 4 5
8 0 13

1 0 2 
0 2 1 
2 0 3

1 0 0 
0 1 0 
0 0 1

6- 0 -4 
2-1 - 1 

-4 0 2

11 -6 + 7 22
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Algebra, Trigonometry and Vectors 5-6 2
-6 4-4
2-4 0

0•^1
•♦i 0or •12

0•*3

pcrfonningJ?3 we get
2-4 0

-6 4-4
5-6 2

0
0•*2
0•*3

1performing ^

1-2 0 
-6 4 -4
5-6 2

0•>^1

0^2
0*3

performing Ri Ri + SR^, R^-tR^- SRy, we get
'i -2 oiT-^i] roi
0-8-4 
0 4 2 ;(3 I 0

0^2

1performing Rj—^R^ + ^^Ri

1 -2 0 
0 -8 -4 
0 0 0

0
0•*2
0-*3

Thus the rank of this above matrix is 2. Therefore these above equation will have 3-2=1 
non-zero solution given by

xi - 2*2 = 0 and - 8*2 - 4*3 = 0.
1 -2, *3 = 4. Then from firstFrom second equation we get *2 ~ ^ 2 assume *2

equation, we get
*,=2*2 = 2 (-2) =-4,

-4
HeiKe the eigenvector X = -2

4
Eigenvector Corresponding to X~ IS.
The eigenvector AT of A corresponding to X = 15 is given by the solution of the equation 

(A - 15/)A: = 0
'-7 -6 2ir^i1 [O'
-6 -8 -4
2-4-12 *3 [0

0•*2or

performing R^ *-* R^, we get
2 -4-12 

-6 -8 -4 
-7 -6 2

0X\

0^2
0*3

Iperforming ^

roi1 -2 -6
-6 -8 -4 
-7 -6 2

•*1
0-*2
0-<3

performing Ri-* R2 + 6R], R-j-^ R^ + 7/?, 
■ 1 -2 -6 ‘ 
0 -20 -40 
0 -20 -40

•*! 0
0X2
0•*3

performing /?3 —»R3 - R2
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Eigen Values and Eigen Vecinrs6-2 2
2. Find the eigenvalues and corresponding eigenvectors of the matrix A = -2 3-1

2-1 3
! 2 0

3. Verify the Cayley-Hamilton theorem for the matrix A = 2 - 1 0 .
0 0 1

4. Verify that the matrix A satisfies its characteristic equation and find A”where
'l 2 ll 
0 1 -1 .
3-11

A =

2 2 1
Show that the matrix A = 1 3 1 satisfies Cayley-Hamilton theorem.

I 2 2
5.

I 2 3
6. Find the eigenvalues and corresponding vectors of the matrix A = 0 2 3

-002

ANSWERS
1. 2,-l±'/3 2. 2. 2, 8; [2-1 1]', [-1 0 2]', [1 2 0]'

0 3 31-14. A 9 ^ ^
^ 3 -7

6.1,2;[1.0,0]'; [2,1,0]'-I
-I

OBJECTIVE EVALUATION 
> FILL IN THE BLANKS :
1. The characteristic roots of a Hermitian matrix are ...
2. The characteristic roots of a unitary matrix are of ...

[5 4
The characteristic roots of the matrix ^ ^ are....3.

The eigenvalues of the matrix A and A^ are ... .
> TRUE OR FALSE :
mite ‘T’for True and ‘F’for False statement :

If X 0 is an eigenvector corresponding to the eigenvalue 3 of A, then (A - 3/)X = 0. (T/F) 
The characteristic roots 'of a skew Hermitian matrix are always real.

'l 0 o1
The eigenvalues of A = 0 1 0 are 1.0,1.

0 0 1

4.

1.
2. (T/F)

3.
(T/F)

► MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

If X = 0 is an eigenvalues of A, then dct (A) is : 
(a) 0

1.
(c)X (d) None of these.

If IA I *0 and X is an eigenvalue of A, then the eigenvalue of A” * is :
(b) 1

2.
1(b) X'(a) X (0^ (d) 0.

If I A I 0 and X is an eigenvalue of A. then the eigenvalue of Adj (A) is :
(b) ^ . (c) X'

3.
A(a) X I A

ANSWERS
Fill in the Blanks :

1. real 2. unit modulus 
True or False :

l.T 2.F 3.F
Multiple Choice Quesdoas :

1. (a) 2. (c) 3. (d)

3. 6. 1 4. same

□□□
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Algebra. Trigonometry and Vectors -3 0 2
11

2 0-1
2

• STUDENT ACTIVITY
1. Prove that the characteristic roots of a Hermitian matrix are real.

2. Verify Cayley-Hamilton’s theorem for the matrix
[102'

4= 0 2 1 
2 0 3

• SUMMARY
• Let i4 be a square matrix of order nxn and X be its one of eigen-value, then

= for X;t0
The characteristic equation of A is given by

\A-XI\ = 0.
• If X be an eigen vector of A corresponding to eigen value X, then kX is also an eigen vector ot 

A corresponding to the sam eigen value X, k being a non-zero number.
• The characteristic roots of a Hermitian matrix are all real.
• The characteristic roots of a unitary matrix are of unit modulus.
• Cayley-Hemilton’s Theorem : Every square matrix satisfies its characteristic equation.

• TEST YOURSELF
0 1 2 
1 0-1 
2-1 0

1. Find the characteristic roots of the matrix A =
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9 Summary 
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Cl'is

LEARNING OBJECTIVES
After going through this unit you will learn :

9 About the groups, properties of the groups, permutation groups etc. 
9 Homomorphism and isomorphism of groups 

Some important theorems related to groups.

• 11.1. BINARY COMPOSITIONS
Let S be a non-empty set. Any function from S x S to S is called a binat7 composition (or 

a binary operation) in S.
If/: ^xS—» S be a binary composition in S and x,y e 5 then/x.y) is called the composite 

of X and v under the composition / It is usually denote by any of the following symbols.
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Algebra, Trigonometry and Vectors *, T, 1 ©, ©, +, Juxtaposition
If we denote a binary composition in a set * and j:, > e S, then the composite of x and y under 

this composition is denoted by x * y.
REMARKS

>■ The number of total binary operations defined on 5, where n (S) = m. is {in)"‘.
Algebraic structure. A non-empty set with one or more binary operations defined over it 

and satisfying certain laws of binary operation is called algebraic structure or an algebraic system.

• li.2.GROUPS
“Let C be a non-empty set and * be a binary operation defined on it, then the structure 

(G, *) is said to be a group if the following axioms are satisfied.
(i) Closure property. a*f>eGVa, 6eG.
(ii) Associativity. The operation » is associative on G. fe.,

a * {b* c) = (a* b) * c V a, f>. c e G.
(iii) Existence of identity. There exists an element e e C such that

a * e = e * a = a V ae G.
The element e is called identity of * in G.
(iv) Existence of inverse. For each element a e G, there exist an element be G such that 

a * b = b * a = e.
The element b is called the inverse of element a with respect to * and we write b = a~'. 

ABELIAN OR COMMUTATIVE GROUP
A group (G, ») is said to be abelian or commutative ']f a* b = b* a 'i a,be G.
The group which are not abelian are called non-abelian or non-commutative.

FINITE AND INFINITE GROUP
if a group contains a finite number of elements, it is called a finite group.
If the number of elements in a group is infinite, it is called an infinite group.
Order of a group. The number of elements in a finite group is called the order of the group. 

It is denoted by o (G).
An infinite group is called a group of infinite order.

,U

• SOLVED EXAMPLES
Example 1. Show that the set Z of integers (positive or negative including 0) with additive 

binary operation is an infinite ablian group.
Solution. Let us apply the group-axioms to all integers.
(i) Closure property. Closure property is satisfied because the sum of any two integers is an

integers.
(ii) Associativity. The associative property is satisfied, because of a.b.c are any three 

integers, then (a + b) + c = a + {b + c).
(iii) Existence ofidentity. The axiom on identity is satisfied, because 0 is the identity element 

in the set Z such that a + 0 = a a e Z.
(iv) Existence of inverse. The axiom on inverse is satisfied, because the inverse of any 

integer a is the.integer - a such that a + (- a) = (- o) + a = 0, the identity element.
(v) Commutativity, Since, we know that a + b = b + a V ti, 6 e Z, the cummutative law is

satisfied.
Also, the number of elements in Z is infinite.
Hence, the set 2 is an infinite abelian group with additive binary operation.
Example 2. Show that the set {1,-1, i, - (} is an abelian finite group of order 4 under 

multiplication.
Solution, (i) Closure property. Closure property is satisfied as 

1 (- 1) = - 1, 1 . i = I, i(- 0 = I. i{- 0 = - i etc.
(ii) Associativity. Associative property is satisfied as

(1.0 (- 0=1. {i(- 0} = 1. {1 -«•}.(- 1) = 1, {t(- 1)} = - i etc.
(ill) Existence of identity. Axioms on identity is satisfied, I being the multiplicative identity, 
(iv) Existence of inverse. Axiom an inverse in satisfied since the inverse of each element of

the set exists M = e = 1, (-1) (-1) = c = 1. ((-0 = ^ =!•(“ 0 (0 = «= 1
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Gniitp^(v) Commutativity. The commutative law is also satisfied as 1 (-1} = {-1). 1, 
(- 1) i = i (- 1) etc.

Since, there are four elements in the given set. hence it is a group of order 4,
Example 3. Show that the set of all positive rational numbers forms an abelian group under

the composition defined by a* b =

Solution. Let Q* denote the set of all positive rational numbers to'show {Q*. *) is a group.
(i) Closure property. For every a, be Q*, abH £ Q*

Q* \si closed under the composition*.
(ii) Associativity. Let a.b,c€ Q*, then

( ab^(a*f»)*c= y
\ J

(HI) Existence of identity. An element e will be the identity element if e e Q* and if 
e*a = a = a*e V ae Q^.

a^ = a ->^|(e-2) = 0 = 2

<•

be\(ab)/2].c aUbcyi] a* (b* c).= fl** c =
2 22

Now, e*a =

a€ Q* a^O 
2e Q* and we have 2*a = (2a)/2 = a = a*2 VaeC*.

=> 2 is the identity element.
(iv) Existence of inverse. Let a e Q*, b is the inverse of a, then we must have 

b*a = e = 2 ^^ = 2=^h = -

Since,

a
ae Q* => Ala £ Q^.Now,

We have (4/fj) * a = {{4/a) .a)/2-2=a* (A/a) 
=> 4/a is the inverse of a
=s inverse of each element of Q* exist.
(v) Commutativity. Lei a. b e Q* => a*b = (ab)l2 = {ba)l2 = b* a 
Hence (Q*, *) is an abelian group.
Example 4. Show that the set Z of all integers form a groupjv.ith.respect to binary operation

* defined bya*b = a + b+ \ 'i a,b € Z is an abelian group.
Solution, (i) Closure property. Let a, be Z 
^ a + i>+leZ^a*fc£Z =» Z is closed with respect to *.
(Ii) Associativity. If a,b,ce Z, then

(a*/j)*c = (a + i+l)*c = (a + />+l) + c+ l= a + fc + c + 2. 
a*(i*c) = a*(ft + c+l) = a + (/> + (+l) + l) = a + iJ + c + 2 
(a* b)* c = a(b * c) a.b,ce Z.

(iii) Existence of identity. An element ee Z will be the identity ife*a = aV aeZ. 
e * a = e + a + 1 
e + a+ l= a => e = - l.

Since. - 1 e Z and we have for any a € Z 
(-l)*a = -l+o+l=a

(iv) Existence of inverse. If a £ Z, then be Z will be the inverse of a if /> * a = --1 
1 is the identity element)

Now, 'i*a = —1 ^ /» + a+l=—1 ^ b = -2 — a.
Also

Also,
=>

Now,

^ - 1 is the identity element.

aeZ =» — 2 — a€Z
(_2-fl)*fl = (-2-a) + a+ l= -l, identity element 
(- 2 - a) is the inverse of a.

(v) Commutativity. Since, a*b = a + b + l= b + a + l= b*a ^ commutativity satisfied. 
Hence, Z is an infinite abelian group under the given composition.

and

• 11.3. SOME PROPERTIES OF GROUPS
Theorem 1. (Uniqueness of Identity). Let (G, *) be a group, then the identity element in G

IS unique.
Proof : Let ei and ei be two identities of a group G. Then by the definition of identity, we

nave
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Al^'ebra, Trigonometry and Vectors if ei is identity, then 
and if ei is identity, then

Since ei * ei is the unique element of G, then from (1) and (2), we obtain

e,* 62 = 62

ei*e2 = ei

^1=^2

Hence, the identity element in a group is unique.
Theorem 2. (Uniqueness of Inverse): Let (C, *) be a group, then the inverse of each element 

of G is unique.
Proof: Let b and c be two inverses of any element a of G. Then by the definition of inverse.

we have
a* b = e = b* a 
a*c=e=c*fl

.. (1)
and ... (2)
where e is the identity element of G.

b = b*e = b* {a *c) 
= {b* a)* c 
= e*c

[using (2)] 
(By associativity) 

fusing (1)1 
(By the definition of inverse)= c

b = c
Hence, each element of G has unique inverse in G.
Theorem 3. If (G, *) is a group, then (a"')"' = n a e G.
Proof: If e is the identity element of G, then for each element a of G there exists an element 

b of G such that
a* b = e = b* a 
b = a”' and a= b 
a* b = e

-1

Now
-1 [V b = a-'],

[■-■ a'' 6 G =»(a'')'' 6 C)]

* in G is associativ and e is'the idntity of G] 
['.■' is (he inverse of n”']

a* a = e
{a*a-^)x{a-'y' = e*ia^Y
a*(a'‘*(a’V) = (a''r'
a*e = (a V 
« = («-V
(a ‘) ‘ = fl -V- ae G-

=>
Hence,
Note : If (G,'+) is a group then - (- o) = a -V- a e G. 
Theorem 4. (Reversal law): //(G, *) is dgroup, then (a * b) 
Proof : For all a,b^ G, we have a* b£ G. If a~' and b

-1 = b~' * a, b e G.
are the inverses of a and h-I

respectively, then
-i -1a* a = e = a * a

b*b~^ = e = b~‘ *b1and
Now -V a,be G,

{a*b)*{b ‘ » a ') = a * (h » ‘) » a
= (a* e)* a 
= a* a

-I . [♦ is G is associative] 
[using (2)]

a * e = a] 
(using (1)]

-1

-1

= e
Also,

(f>’* * a”') * {a * b] = 6”' * (a”* * (a • b)) 
= b-'*{ia~'*a)*b) 
= b-'*{e*b)

= b~'*b

(By associativity) 
(By associativity) 

[Using (1)]

e * f> = fr] 
[Using (2)]= e

{a*b)* ib~' * a') = e = (b'* a"') *{a*b)
(a * f>)"'= f>““ • a"‘'V- a,be G.

Note : If (G, *) is an abelian group, then (a * b)~'= a”' * b~\ 
Note : If (G, +) is a group then - (a + b) = (- f>) + (- a).
Note : If fli, fl2,.... a„ are elements of a group G, then
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(a, *a2* ... a„) ‘ = a„' * a„l., * ... * »
Theorem 5. (Cancellation laws hold good in a group) : I/a. b. c are three elements of a 

group (G, *), then
<i) a»b = a*b =s b = c 
(ii) b*a = c* a => b = c
Proof: If e is the identity element of G, then we have 
For each a € G/a'‘ e G such that 

a * a *=e = a

-I
fli . Ctoups

[Lefi cancellation law] 
[Right cancellation law]

.. •» •>
... (1)

Now,
a* b = a* c 

*(a*b) = «■' • (a * c) 
(a‘‘ *a)*b = (oT' •a)*c 

e * b = e * c

=>
(By associativity) 

[Using (1)]
[•-■ e is the identity]b = c

b * a = c * a
(b* a)* a~' = (c * a) » a 
(j*(a*a”‘) = c*(a*a'‘) 

b * e = c * e 
b = c

=>
Also,

-1=>
[By associativity] 

[Using (1)]

Note : If (G, +) is group then
a + b = d + c =* b = c
b + a = c + a => b = c "Va, b,c,€ G

Theorem 6. In a group (G. *), the equations a* x = b and y*a = b, where a. be G have 
unique solutions in G.

Proof: If e is the identity element of G, then for each a e G 3 a”' e G such that 
a * a~* = e = oT^ • a 

a* x = b
a'''*'{a>‘r)=a'^*b 

e*x = a~' * b
x-a~^ * b 

y * a = b
(y * a)* a~' = b * a 
y * (a * a~') = b* a 

y * e = b * a 
y = b* a

Now, -Va.beG => a'* • b e G, b * a~' e G.
Hence, the equations a* x = b and y * a = b have solution in C.
Next, we prove that these solutions are unique.
Uniqueness ; Let. if possible X\ and X2 be two solutions of the euation a*x = b. then 

a* x\=b and a*X2 = b 
a* x\ = a* xi

X| =X2

the equation a *x = b law has unique solution.
Similarly, if yi and >2 tc two solutions of y * a = f>, then 

y[ * a = b = y2* a 
yi =>2

=» the euation y * a = b has unique solution.

and

... (1)
Now

[By associativity) 
[Using (1)] 

['.’ e is the identity]=>
Also

-1

-1 [By associativity] 
[Using (I)] 

[•.• e is identity]

' ^
-i=>
-1=>

[By left cancellation law]=>

[By right cancellation law]=>
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Algebra, Trigonometry and Vectors • COMPOSITION TABLE FOR FINITE SETS

Let S = {a\,a2, <13, 
shown below is called the composition table for 5.

a„] be a finite set and * be a binary operation on 5, then the table

> "I "3"2 “-I

fl) *ai 02*02 a\ *03 "1 ♦o-i"I

(32*ni 02*02 02*03 02 * o„02

03*01 03*02 03*03 03 * 0,103

o«

On *03 o„ * o„n„*H| 0,1 * 02On

• TEST YOURSELF-1
1. Show that the following are groups :

(i) Set of all even integers {including zero) under addition.
(ii) Set of all non-zero rational numbers with respect to binary operation of multiplication.
(iii) The set of all real numbers with respect to addition.
(iv) The set C of all non-zero complex numbers with respect to multiplication.

Show that the set of positive rational numbers does not form a group with respect to the binary

operation * defined by a * b = 7-
b

Show that the four metrices

2.

Q _ ^ forms a group with1 0 -10 10 
0 1 ’ 0 -1 ’

- 13. 0 1 ’
respect to matrix multiplication.
Show that the set of all«, n'^' roots of unity forms a finite abelian group of order 11 with respect 
to multiplication.
Show that the set Z of all integers is an abelian group with operation defined by 
a * b = a + b + 2.
Show that the set Q of all rational number, other than 1 with operation *, defined by 
a*b = a + b-ab from a group under binary operation *.
Show that the set C = {1, to, ©^1. where © is an imaginary cube root of unify is a group with 
respect to multiplication.

4.

5.

6.

7.

ANSWER

2. No.

• 11.4. INTEGRAL POWER OF AN ELEMENT
Let G be a group with respect to multiplication. If a e G, then aa is denoted by a', aaa is 

denoted by and so on. We have
<iaa ... «times = a" n g Z*

But closure property c?. ... a" G G.
Also, if e is the identity element in G, we define a° = e.
If n is a positive integer, we define

a~" = (a)'' e G since a" = a.a.a....n times e G.
a" ' ... n times = (a" ')"-I -1-1(«'■) = (aa ... n times) 

a-'' = (aT'= («-')"
Further,
Thus.

REMARKS

= a

> For additive groups we write na instead of a". Thus, if n is a positive integer, we write 
na = a + a + ... upto n terms.
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Gniups
For an arbitrary element a of a multiplicative group G and for arbitrary constant m and 
n, it is easy to verify that
(i) aV = <j

>

m*n

(ii) {ay = a tnn

(iii) e" = e, where e is the identity of G.

• 11.5. ORDER OF AN ELEMENT OF A GROUP
Let G be a group under multiplication. Let e be the identity element in G. Suppose mis any 

element of G then the least positive integer n, if exist, such that a" =e is said to be order of an 
element a e G, and can be written as

o(a) = n.
In case, such a positive integer n does not exist, we say that the element a is of infinite or

zero order.
REMARKS

^ If G is an additive group, we write na in place of a".
^ If m is a positive integer such that a” = e the o{a) < m.
> Identity element e in a group G, is the only element whose order is one. 
>■ The order of an element of an infinite group may be finite or infinite.

• SOLVED EXAMPLES
Example 1. Consider the multiplicative group G = {1 - 1, i, - i} of cube roots of unity. Find 

the order of each element of G.
Solution. Since 1 is the identity element, therefore 

0(1) =1
(-l)'=l=»0(-l) = 2 

(i)*=l=>0{0 = 4 
(-<)'=! => O(-0=4.

Eampie 2. Consider the additive group Z =(...- 3, - 2, - 1,0, 1,2, 3,...) of all integers. 
Show that 0 is the only element of finite order.

Solution. If a be any non-zero integers, then there exists no positive integer n such that 
na = {a + a + ... + n times) = 0

Also,

^ 0(a) is infinite.
Hence, in Z the identity 0 is the only element of finite order.

• 11.6. Some Important Theorems :
Theorem 1. The order of every element of a finite group is finite.
Proof. Let C be a finite multiplicative group and a e G.
Consider all positive integral powers of a, i.e..

a, a^ a^,... a\ ... a'.......
By closure property, these all are element of G.
Since, G is finite, therefore, all the integral power of a can not be distinct element of G. 
Suppose that 
Then,

a' = a\ where r> s 
a' = a‘=^.aV^ = a^ o'*

-.(i)

0r-j=> a
=* o'” = e, where m = r- s>0

Thus, then exist a positive integer m such that a” = e. Now since every set of positive integers 
has a least member it follows that the set of all positive inleges m such that cT = e has a least member 
say n.

-a=e

Thus, o(a) = rt, which is finite.
Hence, the order of every element of the finite group G is finite.
Theorem 2. If the element a of a group G is of order n, then a" = e iff n is a divisor of m. 
Proof. Let o(a) = n and a" = e for some positive integer m then m>n.
If m = n then n is a divisor of m.
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A, tgebra, Trigonometry and Vectors If m > «, then by divison algorithm, there exists two integers q and r such that 
m = nq + r, where 0 < r < /i.

^ a'“’.a' = e 
^ a' = e

d = e. where 0<r<»jorr = 0 
Now, since 0(a) = «, n is the least positive integer such that a" = e. Hence, it follows that

Therefore, d = e => a

(•.• d^ = (ay = d = e)
Thus, (By divison algorithm)

r = 0.
Therefore. m = nq ^ n is a divisor of m.
Conversely. Let n be a divisor of m, so that 

m = nq. for q e Z'*. 
d' = a'^ = (ay = d = e.

Theorem 3. The order of an element of a group is the same as that of its iin'erse
Hence,

Proof. Let G be a group under multiplication and a is any element of G 
Suppose that 
Now,

o(a) = m and o{a *) = n.
-1-10(a) = m^ a"' = e ^ (a")

^ (a"')” = e, since (a”)”' = (a~ ')'” 
=* o(a~')<m =* n<m. 

o(a"*) = n ^ (a"')" = e => (a")

= e =e

...(1)
-IAgain = e

=>((«T')-' -1 =* a" = e= e
...(2)^ o(a) <n => m<n.

Now, From (1) and (2), we conclude that
m = n, i.e., o(a) = o(a”').

Theorem 4. The order of any integral power of an element a cannot exceed the order of
a.

Proof. Let a' be any integral power of a and let o{a) = n. 
Now, o(a) =n=> a" = e

(ay = /^a''' = e 
(ay = e ^ o(a') < n. 

o(a’^) cannot exceeds the o(a).
Theorem 5. If a and b are any two elements of a group G, then 

o(a) = o(b~^ab).
Proof. Let o(a) = hi, hence hi is the least positive integer, such that a” = e. 

(b 'ab)^ = (b 'ab) (b *ab) = b 'a(bb*)ab

=>
=>

(By associativity) 
('.■ bb ' = c) 

(•.• ae = a)

Now
= b ‘aeab
= b"'a^b

(b~ 'ab)^ = b~ 'a^bSimilarly
... and so on

(b" 'abd = (b~ 'ab) (b~ 'ab) .. .to hi factors 
= b" 'abb” 'ab ... b" 'ab 
= b” 'a (bb”') a (bb"')... (bb'') ab 
= b 'a”b = b 'eb = b 'b = e

(By associativity) 
(By associativity)

(• a =e)
Thus, we have (b” 'ab)'" = b 'a’"b = e.
Now, since, m is the least positive integer such that o'" = e, it follows that hi is the least positive 

integer such that
(b” 'abf = e 
o(b~ 'ab) = Hi.Hence,

Theorem 6. For any two elements a, b of a group G,
o(ab) =o(ba).

Proof. We have '
ba = e(ba) = (a 'a)(ba)=a '(ab)(a).
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Hence, by theorem 5
o[a '{ab) a] =o{ab) ^ o(ba) = o(ab).

• SOLVED EXAMPLES
Example 1. For any two elements a and b of a group G, show that G is abelian iff 

{ab)- = a^b^.
Solution. Let us first suppose, G be abelian. 
So that ab = ba V a.b S G

{ab)~ = (ab) (ab) = a{ba) b 
= a(.ab) b 
= (aa)(bb)
= a . b .

{abf = a^b^ a, be G.
(abf = a^b^ V a. be G. 

ab = ba.
{ab'^ = a^b^ =» (ab) (ab) = (aa) (bb) 

a(ba) b = a(aij) b, 
ba = ab

Consider (By associativity) 
(By commutativity) 

(By assocjativify)

Thus,
Convesely, Let 
To show 
Consider

(By associativity) 
(By left and right cancellation law)

ab = ba V a, b e G.Thus, we have 
Hence, G is abelian.
Example 2. Show that if G is an abelian group than for all a,be G and all integers

n
{ab)'' = a'’i''. 
Solution, (i) Let 
Then 
Also,

n=0.
{ab)° = e. 
a°b° = ee = e 
(ab)° = a%°.

n > 0.
(ab)* =ab = o'b*. 

Let us suppose our result is true forn = r 
i.e.,(abY=a'^b'.

(ii) Let 
If « = 1, then

r* 1 = (ab)'. a(p a'b'ab = a'ab'b

Then, by mathematical induction for all n > 0, (ab)" = a" . b". .
n < 0.

Let n = - r, where r is a positive integer.
Then

('.■ ab' = b'a)Then iab)
= a

(iii) Let

(ab)" = (ab)-" = [(ab)r' = Wby ‘ = [bV]
= [ar'[b']

-I (. a b = b a ) 
b- 'a- ‘J-]-) ['•' iab)

= a'"b-"=a"b".
Example 3. IfG is a group of even order, then show that there exist an element a. other than 

the identity 'e', such that a^ = e.
Solution. Let o(G) = 2r, where r is any positive integer.
Since, we know that, in a group every element possesses a unique inverse and e 

remaining (2r - 1) elements should, therefore, be divided into pairs in such away that each pair 
consists of two distinct elements, which are inverse of each other. But this is not possible, since 
(2r- 1) is odd.

Hence, 3 an element a 6 G, such that 
a"' = a, wherea*e

-I = e. The

-1-1 => a^But = a a = e.a = a
Thus, there exists a g C such that a*e and a^ - e.

• TEST YOURSELF-2
If a and b any elements of a group G; then show that (bob = ba"b ' for any n g Z. 

2- Show that if for every element a in a group G, a^ = e, then C is abelian.
L
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Algebra, Trigonomeliy and Vectors 3. Show that if every element of a group G has its own inverse, then C is abelian.
4. If G is group such that {ab'f = cfif for thr« consecutive integers p V a. b e G. show that G 

is abelian.
5. Show that a group G is abelian if every element of G except the identity element is of order

2.
6. Find the order of each element in the multiplicative group C = {1, co, where co is the cube 

root of unity.
7. If the element a, b and ab of a group are each of order 2 show that ab = ba.

Show that in a group C, we have
(i) ab = e => a = h'' and i = a”'{<0 ab = a or ba= a ^ b = e.

9. If a is an element of a group, prove that the integral powers of a form a multiplicative group.
10. Show that a group G is abelian iff (ah)“'= a”'i)" ' Va.ieG.

If in the group G, = e, aba~' = b^ for a,beG.
Show that 0{b) =l if b = e and 0(b) = 31 if b^e.

12. If in a group G. the elements a and b commutes, then prove that 
(i) a~' and b"' also commute (ii) a"' and b also commute 
{iii) a and b" ‘ also commute.

8.

11.

ANSWER

6. o(l) = 1, o((o) = 3, o(tD') = 3.

• 11.7. PERMUTATIONS AND PERMUTATIONS GROUPS
(i) Permutations. A one-one mapping/of a finite non-empty set S onto itself is called a

permutations.
If the set S consists of n distinct elements, then a one-one mapping of S onto itself is called 

a permutation of degree n or a permutations of n-symbols.
Notation. Let S= (a,, a^, ... n„).
Then, we denote a permutation /on the set S in a two-rowed notation 

a,,a2, ....ai, 
by.b2,-,bi.:;b„/=

So that in the first row all the elements of S are written in a certain order and 
y(«i) = bi,f(a2) = bi = b^..... f(a„) = b„.

REMARKS
^ It is clear that each f>/ e S,i= 1,2,..

It is immaterial in which order, the elements of S are written in the first row, but the image 
of element a,- must be written under a,. Thus, the interchange of columns does not change 
the permutation.

>

fl 2 3 4] 2 1.34
3 2 4 1

1 4 3 2'
2 14 3'

For example. 2 3 4 1

Equality of permutations. Two permutations / and g of a set S are said to be equal if 
f(a)=g{a) V ae S.

For example. If/= 'l 2 3' 
3 1 2

• 2 3 1^ 
1 2 3andg = are two permutation of degree 3 then we have

f=i sinceyd) = g(l) = 3./2) = g(2) = l,y(3) = g(3) = 2.
Identic permutations. A permutations on the set S is called the identity permutations if it 

maps each element of S onto itself.
It is usually denoted by the symbol I.

1(a) = a V a 6 S. 
'^12 3 ... '

Thus,
” is the identity permutaiton of degree n.For example. I = 1 2 3...n
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(Jroiip\Total Dumber of distinct permutations. Let 5 be a set consisting of n distinct elements. 
Then the elements of S can be permuted in n 1 distinct ways, i.e., n 1 distinct arrangement of the 
elements belonging to S are possible. If P„ be the set consisting of all permutations of degree n, 
then the set P„ will have n ! distinct permutations of degree n.

This set P^ is called the symmetric set of permutations of degree n ! and is denoted by 
= {/-/'s a permutation of degree n).

Inverse permutations. Since a permutation is a one-one onto mapping and hence it is 
inversible. i.e., every permutation/on a set P = {tii, .... a„) has a unique inverse permutation 
denoted by/"

For example. If
ai 02 ■■■a„
bi bi --- b„

K
b] b2 ■■■ b„ 
0] a2 .. o„

/=

-1/Then

Product or composite of permutations. The product or composite of two permutations/and 
g of the same degree, denoted by f g is obtained by first .carrying out the operation defined by 
mapping/and they by mapping g.

Let,/, g e so that .\
hi b2...b„ 
c, C2...C„

O] 02 ...an
hi b2 ... b„/= . i =

a„ bj.qe S, I = 1.2......n.where
ay a2...a„'](bi b2-..b„] (aya2...a„

Then, € Pn.fg = by b2...b„ C, C2...C„
V y•'V
'12 3 4^
2 3 4. 1

fl 2 3 4V1 2 3 41 A 2 3 4)^2 3 4 1^

Cl C2 ... c„

"1234^
by two permutations of degree 4. ThenFor example. Let /= ^8 = 3 4 2 1

'1234'
4 2 13
^ 2 3 4'

4 13 2'

fg = 2 3 4 1 3 4 2 1 2 3 4 1J14 2 1 3

'1 2 3 41(3 4 3 i'
3 4 2 1 4 1 3 2

1 2 3 4Y1 2 3 4 
3 4 2 1 2 3 4 1gfand

/ V
Here, we observe that fg * gf. Thus, the product of permutations is not commutative.

• 11.8. CYCLIC PERMUTATION
Let/be a permutation of degree n on a set having n distinct elements and let it be possible 

to arrange m elements of the set S in a row in such a way that the/-image of each element in the 
row is the element which follows, the /-image of the last element is the first element and the 
remaining n - m elements of the set 5 are left unchanged by/. Then/is called a cyclic permutation 
or a cycle of length m or an m-cycle.
REMARKS

P" The following have the same meaning cyclic permutation, circular permutations or 
cycles.

> The number of distinct objects permuted by a cycle is known as the length of the cycle.

For example
2 3 

2 3 1
^1 2 3^ 4 5"
2 3 4 5 1

. /
Symbol for cyclic permutations. We denote the cyclic permutations

02... a„ ''
02 02 Oi ... a„,y 0]
\ ^

by the symbols (aj, 02- which means that each member in the bracket is replaced by its
successor on the right and the last member is replaced by the first one. Thus the cyclic permutation

1 4 2 6')
4 2 6 1'

is a cyclic permutation of length 3.(i)

is a cyclic permutation of length 5.(ii)

Oy 02

(1,4,2,6) is expressible as
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Algebra. Trigonomeiry and Vectors It is interpreted at 1 replaced by 4, 4 replaced by 2, 2 replaced by 6 and 6 replaced by I.
REMARKS

^ The length of the cycle (4 5 6) is 3, where as the degree of the permutation 
'1 3 3 4 5 6'!

1 2 3 5 6 4
V /

► A cycle does not change by changing the places of its elements in cyclic order.
Thus,(l 2 3 4 5) = (2 3 4 5 1) = (3 4 5 1 2),

Cycle of length 1. A cycle of length 1 means that the image of the element involved is the 
same element and the missing elements are unchanged. Thus, all the elements are unchanged. Hence, 
every cycle of length one represents the identity permutations.

Transposition. A cycle of length two is called a transposition. Thus, the cycle (9 6) or 
(1 2) is a transposition. If the cycle (1 2) is a permutation of degree 3 on three symbols 1, 2, 3,

'l 2 3V 
2 13'

is 6.

then the corresponding permutation is

Disjoint cycles. Two cycles are said to be disjoint, if they have no elements in common. 
Examples, (i) (1 2) and (3 4) are disjoint cycles

(ii){l 5 3) and (8 9 lO) are disjoint cycles 
Multiplication of cycles. We multiply cycles by multiplying the permutations represented

by them.
For example. Let us suppose that (2 3 4) and (5 3 12) represents permutations of 

degree 6 on six symbols 1. 2, 3, 4. 5, 6. Then, we have 
'2 3 4Y5 3 1 2'l a 2 3 4 5
3 4 2 3 1 2 5

6Y5 31246 
6 3 1 2 5 4 61 3 4 2 5

'l 2 3 4 5 6Y1 3’ 4 2 5 6' 
134256214536/ \
1 2 3 4 5 6^
2 1 4 5 3 6 = (1 2)(3 4 5)(6^

= (1 2)(3 4 5)
('.' a cycle of length I represents the identity permutations)

Some Important Theorems :
Theorem 1. Every permutation can be expressed as a product of disjoint cycles.
Proof. Let/be a given permutation of degree n, defined n the set S = (ai.oj..... n„j. Firsi 

select all the cycles of length 1 each given by the invarient element.
Now select an element, which is non-invarient and construct a row, starting with this element 

and writing after writing each element its image under f.
As the number of elements In S is finite, after a finite number of steps, we get an element 

whose image under/is the one with which we started. This row is a cycle.
Now, we choose an element of S which is not contained in the above cycles and get another 

cycle, as above.
Proceeding in the same way, each and every element of S is included in one or the other cycle.
Obviously, these cycles have no element in common and hence they are disjoint.
Hence, the permutation/can be expressed as a product of disjoint cycles.
Theorem 2. Every permutations can be expressed as a product of transpositions.
Proof, By theorem-! we have that every permutation can be expressed as product of disjoint

cycle.
Consider the cycle («], u;.....a„) of length n, where n > 1 then, we see.

("1. «2.......a„) = (fliflj) (flitij) (flifl*),,. (fl,a„).

(d, a2fl3) = (fl, fl2) (0,03). 
n = [

i.e., the identity permutation can also be expressed as a product of transpositions.
=> Every cycle can be expressed as a product of transpositions. Hence, it follows that every 

permutations can be expressed as a product of transpositions.

For example.
Also for
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REMARK Groiifi\

For any manner of expressing a given permutations as a product of transpositions, the 
number of transpositions is either even or a odd.

►

• 11.9. EVEN AND ODD PERMUTATIONS
A permutation is said to be even or odd according as it can be expressed as a product of even 

or odd number of transpositions.
There is another easy way determining whether a permutation is even or odd.

I 2 3 ... « 'j
a, 02 a-i...a„Let P =

be a permutation of degree n. The pair (ij) is said to be regular ifi-j and a,- - oj both have the 
same sign. Otherwise irregular. Thus for irregularity of any pair ((,/), (i and (a, - aj) are of 
opposite signs. The number of irregular pairs denotes number of inversions.

A permutation of a set of integers onto itself is even or odd according as it contains an even 
or odd number of inversions.

For examples 
2 3 4'
2 3 4 =* No inversion(i)

s c
1 2 3 
3 1 2
a 2 3'
3 2 1

0 2 3 4 5"
5 3 2 4 1

. y
^1 2 3'
2 1 3

=> Two invesions(ii)

^ Three inversions(iii)

^ Eight inversions(iv)

^ One inversion.(v)

Hence, (i), (ii) (iv) => Even permutations 
(iii) and (v) => odd permutation.

fi ^ nTheorem 1. Of the n ! permutations of n symbols, permutation and —
I
- are odd

permutations.
Proof. Let P„ be the set of all permutations on n distinct symbols. The P„ contains n ! distinct 

permutations of degree n. Also P„ is a group with respect to permutation multiplication as 
composition.

Out of those n! permutations, let the even permutations be E], Ej...., Ep and the odd 
permutation be Oj, 02- •••■ Oq so that p + q = n \

Let f 6 P„ be arbitrary such that t is a transposition so that t is an odd permutation.' Let t be 
operated on each of £, (i= 1,2, ...,p) and similarly on each 0, (1 = 1,2.....qj.

Now, since {P„, •) is a group and therefore tEj e P„ and toj e P„ for 1 ij-^p, 1 ^j^q-
The permutations r£, for 1=1,2, ...p are all odd permutation ('.' transposition is an odd 

permutation and product of even and odd permutation is an odd permutation). Also, these 
permutation are all distinct.

lEi = tEj => Ei = Ej 
tEi ^ tEj if Ei * Ej.

Similarly, the permutations tOj (j = 1,2,.... q) are all distinct even permutations.
Since, a permutation can not be both even and odd, we have that the even permutations

£[, £2....Ep are equal to q even permutations rOi, r02,.... rO,,.
Similarly, q odd permutations 0i,02, ..,0, are equal top odd permutation r£i,r£2..... tEp. 
Consequently p = q. Also p + q = n'..

For

n !
P = ^ = l
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Alyebra, Trigonomelry and Vectors REMARK

If A„ is the set of all even permutations of degree n then A„ c P„ and A„ contains —

elements. The set A„ is called an alternating set of permutations.
Theorem 2. The setA„ of all even permutations of degree n forms a finite non-abelian group 

n /of order ~ with respect to permutation multiplication as composition.

Proof. Let A„ be set of all even permutation of degree n. Let fig, he A„ be arbitrary.

To show that (A„, •) is a finite non-abelian group of order .

(i) Closure property. Let fgeA„ =>/and g are even permutation 
^ f ■ g is an even permutation

>
'l

('.' product of two even permutation is even permutation)
f-8^ An-

(ii) Associativity. Let/, g,he A„=ifg,h are expressible as
(bt ... fci ... c„I ... a„

] ...b„
\

where the elements b,, bi.....b„, 0^,02... c„, d^.di,.... d„ are simply different arrangement of the
same n elements a^, ... a„.

f= "" ^ b, ■ 8 = C| ... c„

a, ...a„'](bi ...b„ 
bt...b„

)

(f8)h=r '"°''' C\ ... c„ d\ ... d„

b, ...b„
c, ... c„

a, ... a„ 
C| ... c„Then Cl ... c„

d, ... 
dy ...d„

b,...b: 
d^ ...d„

...(1)
\ /c, ... c„ 

dy...d„

b\■■■hrf^ fa,...a„ 
d: ...d„

Now, 8b
/ \ \ /

a„U\ — ^1 ■ • ■fiSb) = . ,
b\ ■■■b„

...(2)d, ...d„ ■

Now, from (I) and (2). we have {f8)h =fi.gh).
(iii) Existence of identity. Let I be the identity permutation of degree n.

fi = !f=f ^f^A„.
(iv) Existence of inverse. Let /~‘ denote the inverse of / Then f~'f=l =an identity 

permutation.
Also /is an even permutation 
=> /" ‘is an even permutation
■■■ r'^A„.
Hence, every element of A„ is inversible.
(v) Commutativity. The product of permutation is not commutative. Also the set of 

permutation of degree n contains n ! permutations out of which ~ are even and ^ are odd.

fi ^=> (,A„, •) is a non-abelian group of order ^ .

REMARKS

Then

> The set of all odd permutations is not a group with respect to permutation multiplication 
as composition. Because closure property is not satisfied, since product of two odd 
permutations is an even permutations.

• SOLVED EXAMPLES
1 2 3 4 5 6'
1 6 5 3 4 2Example 1. Express the permutation f= 

Solution. Clearly

as a product of disjoint cycles.
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'1 2 3 4 5 6' 
1 6 5 3 4 2

= (l)(2.6)(3 5 4)

<'inHip\'12 6 3 5 4' 
1 6 2 5 4 3/=

Example 2. Express the pennuiaiions f~ | ^ ^ g ^ 5 7 ® product of

transposition.

Solution. ^ 1 2 3 4 5 6 7'^ = (1)(2 3) (4 6 5) (7)/= 13 2 6 4 5 7

= (1 2) (2 1)(2 3H4 6) (4 5) (7 1)(1 7),
(1) = (1 2)(2 l)and(4‘6 5) = (4 6) (4 5), (7) = (7 l)(l 7).

'1 2 3 4 5 6 7 8'
3 14 7 2 5 8 6

Since,

Example 3. Decompose the permutation/= into transposition.
■ tHence, show that f is an odd permutations.' ,

Solution. Here, we have i a ' • An 3 4 7 8 6 5 2'\ = (1 3 4- 7..,8 6 5 2)/= 3 4 7 8 6 5 2 1 .*
= {! 3)(1 4)(1,7)(1 8)(l 6)(1-5)(1 2). , -r. , 

Hence,/is an odd permutation.
■y

•'I

• TEST YOURSELF-3
1. Find the order of each clement of the group ({0, 1,2. 3.4) +5).
2. Show that the set C= iO, 1. 2, 3,4. 5) is a finite abelian group of order 6 with respect to

■ p'.addition modulo 6.
3. Show that G = {1 5i 7, 11} is a group under multiplication modulo 12.
4. Show that the set of all permutation on three symbols 1.2. 3. is a finite non-abelian group 

of order 6 with respect to permutation multiplication as composition.
5. Show that the set A3 of three permutations (n) {a b c). (a c b) on three symbols a. b. c forms

a finite abelian group with respect to the permutation multiplication.
'j 2 3> ' -
3 1 2

1 2 3
13 2'.

7. Find the inverse of the following permutation 
'1 2 3 ■4V 2 3 -4'|

3 4 1 2

then find/j and gf.6. lf/= and 8 =

(a) 13 4 2
8. Show that if S has more than two element of G. Then the symmetric group S„ is not'abelian.
9. Show that a cycle containing an odd number of symbols is an even permutation where as a 

cycle containing an even number of symbols is an odd permutation.
10. lf/=(l 2 3 4 5 6). then show that

/ = (1 4) (2 5) (3 6).
11. Examine whether (he following permutation to even or odd

'1 2 3 4 5 6 7'
6 5 2 4 3 1 • 7

ANSWERS
I1. 0(o) = 1 and order of other element Is 5.

(l 2 3'
3 2 1

(l 2 3'
2 I 3 and g/=6. fg =

rM fl 2 3 4)
(b) 3 4 1 2 •

'1 2 3 4' 
14 2 37. (a)

• 11.10. HOMOMORPHISM AND ISOMORPHISM OF GROUPS
Homomorphism. Let (G, 0) and (G', •) be two groups. Then a mapping/: C -» C' is called 

a homomorphism if
f[xoy)=Ax)*Ay) Vxr.yeG.

Here, we say that / preserves compositions in G and C.
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Atgfbra, Trigomtmetry end Vectors Some Examples of Subgroup : *
(') [11.-1 )••] is a subgroup of ((1, - I,
(ii) (Z.+) is a subgroup of (0.+)
(iii) {Q. +) is a subgroup of (R, +)
(iv) The set of all non-singular mauices with real elements whose determinents are 1. is a 

subgroup of multiplicative group of all non-singular n x n metrices.
(v) The multiplicative group of positive rational numbers is a subgroup of the multiplicative 

group of all non-zero rational numbers.
Some Important Theorems:

Theorem 1. IfH is any subgroup of C, then //*' = W. Also, show ihat converse is not true. 
Proof. Let h"‘ 6 H. Then he H.
Since, W is a subgroup of C. therefore he H => h~' e H.
Thus.

, .

ir'e W"' => h'‘e H 
=» H'' qH

1

...(1)
he H => h^'e H

=> {h-')-'eH'' => he //■',
Again

-1HqH
Now, from (i) and (2) we have H = H~K 
Now, to show converse is not true, 
i.e.. If W is a complex of a group C and H 

of C. For example :

...(2)
i .

-1 = H. then it is not necessary that W is a subgroup

/y = {- 11 is a complex of the multiplicative group C = |- I, 1}.
Also H~ ' = {-!) - 1 is the inverse of - 1). But W = {- i} is not a subgroup of C. We

have (- 1) (- 1) = 1 2 H, i.e., H is not closed with respect to multiplication."
Theorem 2. A non-empry subset H of a group C is a subgroup of C if and only if 
{i)a. be H=>abe H
(ii) ae H =» o'' e H, where a* is the inverse of ae C.
Proof. Let // be a subgroup of C, then H must be closed with respect to multiplication. 

I.e., the composition in C.
Therefore ae H.be H=sabe H.
Conversely. Suppose // is a subset of a group C such that (i) and (ii). the given conditions, 

holds. In order to show that W is a subgroup, all that is needed is to verify that the identity clement 
ee H and that the associative law holds for elements of //:

-1 -1Jfo € H, then by (2), a e H and so by (1) we see that e = an 
law does holds in C, it holds all the more so for H, which is a subset of C. Hence, is a subgroup 
ofG.

€ //, again since associative

Theorem 3. Let H be a non-empty subset of a group C. Then H is a subgroup of C iff 
a, be H =» ab'' 6 H. where b' ’ is the inverse of b in G.

Proof. Necessary conditions. Let us first suppose W is a subgroup of G and a.be H. Since 
fy is a group, each element of H must have its inverse in H. Thus if be H => b~' e H and then by 
closure property ab~' e H. This proves the necessary condition.

Condition is sufllcicnL Conversly. let W is a subset of G for which a.be H implies 
ab~' 6 yy. To show that /y is a subgroup of C, we must verify that H is closed, the identity element 
ee H, every element of H has an inverse in H and the associative law holds for elements of H.

Let 6 = fl, then we see that ae H => aa~' e H ^ ee H 
. =» identity element of G also belongs to H.

Now, for the elements e and b of H, we have «"■' e H and so b*' € H, since b is an arbitrary 
element of H, we see that for any be H.b~^ e H.

Now, -Ia, be H ^ a.b e H
=> a{b-')-'eH 
=> ab e H

(By hypothesis)

^ yy is closed.
Finally, since the associative law does hold for H. it also holds for H which is a subset of

I

C
=> (yy, •) is a subgroup
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Gnmp'iTheorem 4. A necessary and sufficient condition of a non-empty subset H of a group G to 
be a subgroup is HH ' C H.

Proof. Let // be a non-empty of a group G such that W is a subgroup of G.
To show that Hff' C H
Let X € HH * ^ 3 a, 6 e H s.t. x = ab 

» a,b~' € H s.t. X = ab~
^ ab''e H 
^ x & H 
=>////■'cW.

Conversely. Suppose that // is a non-empty subset of a group G such that HH~‘ c H.
To show that W is a subgroup of G. For this we shall show that a.b£ H ab'' £ H and 

a, be H ab'^ £ HH'' (By definition of HH~ ‘)
=> ab''eHfOTHH''(ZH.
Theorem 5. A necessary and sufficient condition for a non-empty subset H of a group G to 

be a subgroup is that HH~' = H.
Proof. Let H be a non-empty subset of a group G such that W is a subgroup of H so that 

{H, •) is a group.
To show
Let xe HH

-1

I (■-■ W is a subgroup)

-1

HH'' = H.
-1 1 -1 -1^ 3a e H. b~ e H' s.t. a' = ab 

» a, b e H ■- X = ab 
^ a, b ' € H '■ X = ab

ab ' e H : X = ab ' ^ x e H.

-1
-1

Hfr'dH.
x€ H^xe H.ee H.

Therefore 
Now, let
For {H, ■) is a group and e is the identity for G

...(1)

-1 -1 -1 (--■ e-' = e)^ xe ' e HH 
xeHH 

=> HtzHH''. 
Now, from (1) and (2), we get

^xeeHH
-1

-1 ...(2)

HH ' =H.
Conversely. Let // be a non-empty subset of a group C such that HH~' = H.
To show that W is a subgroup of G, it is sufficient to show that 

a.be H ^ ab~' € H
a,be H=^aeH. i"' £ W' => ab~'e HH~'= H => ab''e H.

Theorem 6. If H, K are subgroups of a group G, then HK is a subgroup of G iffHK = KH. 
Proof. Let H and K subgroups of a group G so that 

HH''=H, KK 
K'' = K,H

Step I. Let HK be a subgrop of G so that 
{HK)'' = HK.

HK = KH.
K''H''=HK.

HK = KH.
- HK = KH

-1 = K ...(1)
-1and = H. ...(2)

...(3)
To show
(3)=>
Using (2). we have

Step II. Let
To show that HK is a subgroup of G. For this we have to prove 

{HK){HK)'' = HK.
{HK){HK)' ‘ = {HK) {K' 'H~')= H{KK~ ') H 

= HKH 
= KHH
= K{HH~') = KH = HK

-(4)

...(5)
-1.Consider (By associativity)

-1 [by (1)] 
[by (4)] 
[by (4)]

-1

Hence, the theorem is proved.
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Algebra, Trigonometry and Vectors • 11.12. UNION AND INTERSECTION OF SUBGROUPS
Theorems. The intersection of any two subgroups of a group G is a subgroup of G. 
Proof. Let W, and Hi be two subgroup of a group G. To show that W, n //2 is a subgroup 

of G. For this we have to show that a, be Hi n W2 =» ab~ ’ € //| n Hj.
Let a,b e HiOHi^t) a.be Hi and a, be Hi.
Now, since H\ and Hi are subgroups, then 

a.be H\=> ab~' e H 
a,be Hi=> ab~' e Hi
ab~' e Hi and ab~' e Hi => ab" ^ e HinHi. »

Theorem 9. An arbitrary intersection of subgroups of a group G is a subgroup ofG.
Proof. Let be the collection of subgroups for re N.

H= r\ H,.
r-I

To show that W is a subgroup of G

a,beH=>ae n H, and be r, Hr
r=l r=t

=> ae Hr.be H, V re N

=> ab"'e Hr re S ^ ab''e n Hr = H^ab''eH.

1

and

Let

r= I
- 1Thus, we have proved that a, be H => ab 

This declares that W is a subgroup of G.
Theorem 10. The union of two subgroups of a group G is a subgroup of G iff one is contained

e H.

in the other.
Proof. Let Hi and Hi be subgroups of a group G. Let Hi c Hi or Hi c Hi. 
To show that Hi u Hi is a subgroup of G

Hi(zH2=»HiKjHi = Hi.
Also, Hi is a subgroup of C => Wj u//2 is a subgroup of G. Again Hi<zHi =s 

HiKjHi = Hi.
Also, Hi is a subgroup of G Hi'^J Hi'is a subgroup of G.
Hence, Hi kj Hi'xsa subgroup of G, in both cases.
Conversely. Suppose that Hi and Hi are subgroups of a group G such that Hi u //2 is a 

subgroup of G.
To show Hi<zHi or HitzHi- 
Suppose the contrary. Then W, cZ Hi or Hi tz Hi 

Hi (Z Hi^ 3 ae Hi s.t ai Hi 
Hi(tHi=>3be Hi s.l.be tf,.and

Now, a. be Hi, u Hi. and W, ytHiiat subgroup of G 
ab e Wi u Hi- 
ab e Hi or ab e Hi

a e Hi, ab e Hi a e Hi 
(a-'a)beHi^ebeHi^beHi

=»
This implies

('.• W, is a subgroup)

which is a contradiction (••• be Hi)
b e Hi, abe Hi {ab) b ' e Hi 
a e Hz

Again, we get a contradiction 
Hence, our initial assumption is wrong. 
Consequently H1C.H1 or Hid Hi-

(For {ab)b '=a{bb ^j = ae = a) 

(• • Hi)

• SOLVED EXAMPLES
Example 1. Is Z a subgroup of [Q, +) ?
Solution. For ZcQ and the inverse of beQ is- b a, beZ=^a + i-b) = a- beZ.
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Therefore Z is a sugbroup fo Q, under addition. - - —
Example 2. Let G he the additive group of iinegers and H = {nl: n is a fued integer and 

le Z). ShowthatH is a subgroup of G.
Solution. Here, we have that

H^G.
Let a~nh and d = nfc, be any two elements of H. with h,k€ Z. Then a + b = n(h + k) certainly

C/wii/;v

€ H.
Thus, a,beH implies that a + be H.
Also, - a = n(- h), the additive inverse of a, is in H. Thus a e // implies that -ae H. Hence 

// is a subgroup of G.
Example 3. If G is a group, then the set Z, defined by 

Z={z6 G :zx = xz Vx6 G).
Prove that Z is a subgroup of G. 
Solution. Let z 1,22 e Z, then

Z]X = XZ], Z2JC = XZ2 VxeG-
a:2| = 2|X = 21(22'22^) V xe G 

= Z1Z2 '(Z2-') = 2122 '(j^Z2)

(^21)22' =2122' {XZ2) Zl' 
•r(2l22')=2lZ2‘-*(Z222‘) = (2lZ2')j: V X 6 G,

...(1)
Now,

[from (1)]

or

Therefore, ziZ2 e Z ^ Z is a subgroup of G.
Example A. If a is a fixed element of a group G. then prove that the set 

N(a) = {x€ G :xa=ax\
is a subgroup of G.

Solution. Let X, y e N(a), then xa = ax,ya = ay. 
ya = fly ^ y"' (ya) y” ‘ = y' ‘(ay) y 

=* ay~' = y” *a ■
=> y' ‘ e N{a)

Also (xy'') fl = x(y” ’a) = x(ay' ‘)
= (xfl) y" ‘ = (ox) y“' = a(xy"') 

^ xy"' e N{a), whenever x, y e N(a)
Hence, N{a) is a subgroup of G.

-1Now
...(1)

[by (i)]

• 11.13. COSETS
Let W be a subgroup of a group (G, •)• L«t a e G be arbitrary. We define 

aH= [ah :h€ H] and Ha = [ha\h^H)
then aH is called left coset of W in G generated by a, and Ha is called right coset of W in G 
generated by a.
REMARKS

If e is the identity of G, then c € is also identity for H 
fl = fle e oH, fl = ea e Ha

This gives that any left or right cosets of W in G is non-empty.
>• Since He = H = eH. hence H itself is right as well as left cosets.
> If the group (G, •) is abelian, then a/i = /la V he H so that

aH = Ha V ae H.
>■ If the composition in G is additive, then the right coset of W in G generated by a is defined

as
H + a=[h + a:he H] 
a + H={a+h: he H].and

Index of a subgroup in a.group. If W is a subgroup of a group G. then number of distinct 
right (or left) cosets of W in G is called index of in G and is denoted by [G : W] or by
ic(H) = o(G)/o(H)-
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Algebra, Trigonometry anti Vectors Relation of Con'gnientx'modulo a subgroup in a group. Let Mbs a subgroup of a group 
G. Let a, be G be arbitrary, we define a = b mod H iff ab"' e H.

The symbol a = b (mod H) is read as a is congruent to b modulo H.
REMARKS

a = b (mod H) iff ab' ' e H ox Ha = Hb. 
^ ae Hb A=> ab~' e H ^ Ha = Hb.

Some Important Theorems :
Theorem 1. Lei ae G be arbitrary and let H be a subgroup of a group G. Then 

Ha = H = aH ae H.
Proof. Let // be a subgroup of C and let a e G be arbitrary.
Step I. To show that

Ha = H <s> ae H.
Let us first suppose Ha = H, to show ae H

ee H.ae H ^ eae Ha=> ae Ha 
ae H. For H = Ha.

Now, let ae H.to show Ha = H.
xa e Ha =A X e H

xe H, ae H, Tor ae H

=>

Let

W is a subgroup)xae H
Thus.
This prove that HanH

any xae Ha^ xae H.
...(1)

a e H a ^ e H
For any y e H, a~' e H » ya~' e H

^ (ya' *) a G Ha 
^ ye Ha for ya~ 'a=ye = y 

y e H ^ y e Ha 
^ H cz Ha.

(•,• is a subgroup)

Thus any
...(2)

Now from (i) and (ii) we get
H = Ha.

Step II. To show 
We can prove step 11 by making the parallel arguments as in 1. ,
Theorem 2. If a and b are arbitrary distinct elements of a group G and H is any subgroup

aH = H a e H.

of G, then
1Ha = Hb » ab'‘eH 

aH = bH <=> fc *a e W.
Proof. Let a and b be arbitrary elements of a group G such that a*b. 
Let e be the identity of G e S W.
Firstly, we shall show that

Ha = Hb » ab'' G H 
Ha = Hb^ (Ha) b'' = {Hb){b'') 
H{ab~ ‘) = H{bb'') = ffe = «

H{ab~') = H=>ab'' e H 
Conversely. ab~^eH ^ H{ab~^)=H

^ {Hab~^){b) = Hb 
=> {Ha){b~'b)=Hb 
^ (Ha)e = Hb => Ha = Hb.

(By previous theorem)

Therefore, we have
-1Ha = Hb <=> ab 

Similarly, we can prove aH = bH ^ b~' a e H.
Theorem 3. Any two left cosets of a sugroups are either disjoint or 'identical.
Proof. Let aH and bH be any two left cosets of H. To show if aH and bH have an element 

in common, i.e.. If aH n bH is not the empty set, then they are identical, i.e., aH = bH.

e H.
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Grciip'iLet aHand let c be any element of aHn bH then-there exist elements H
such that c = ahf and c = i/12 it follows that

fl/ii = Wi2 so a = i/i2(/i|)"
Now, let ah be any element of aH. Then 

ah =i/i2(/t|)”
Now, since H is n subgroup, /i2(/ii)” '/i e H and so ah € bH.
This shows that every ah 6 aH is also in bH. Therefore 

aH Q bH.
Similarly, we can show that

bH c aH.

-.(1)

[Using (1)]

Therefore, we have
aH = bH.

Hence, we have shown that any two left cosets which are not disjoint are identical.
Theorem 4. (Lagrange’s Theorem)
The order of each subgroup of a finite group is a divisor (factor) of the group. 
Proof. Let // be a subgroup of a finite group G and let 

o(G) = n and o(H) = m.
To show m is a divisor of «
For this we have to show that n = mp for same /? e /V.
Let Ha be any right coset of H in G.
Then o(H) = m =» 3 m distinct elements /ii, hj..... h„ e H
=^3m distinct elements h^a, hia,..., h„,a e Ha. For any map form Hinto Ha is one-one onto 
=> o{Ha) = m = o(H) V a e G.
» every right coset of// in Chasmdistinct elements. Since, G is finite and therefore, number 

of distinct right cosets of H in G will be finite say p. Also, any two right cosets of // in G will be 
either identical or disjoint. Hence p disjoint right cosels of // in G will contain mp distinct elements.

G = Hkj Ha^ Hb^ Hc^ ... where a. b,c.....€ G.
o(G) = o{H) + o(Ha) + o(Hb) + ... =m + m+ ... p times = mp 
o(G) = mp ^ n=mp

^ Order of the subgroup of a finite group is a divisor of the order of the group.
REMARKS

> V

^ The converse of the Lagrange’s theorem is need not be true, i.e., if G is a finite group of 
order n and m is any divisor of n, then it is not necessary that G must have a subgroup of 
order m.
For example. Consider the symmetric group of permutation of degree 4. Then 
o(Pi) = 4 ! = 24. Let A4 be the alternating group of even permutation of degree 4. Then 

240(^4) = — = 12. There exist no subgroup H of such that 0(H) = 6, though 6 is a divisor 

of 12.
> The Lagrange’s theorem has important applications in group theory. If G is a group of 

order 8, then there will not exist subgroup of G of order 3,5,6, 7. The only subgroup of 
G may be of order 2 and 4. Since, 2 and 4 are divisors of 8.

Theorem 5. The order of every element of a finite group G is a divisor of the order of the 
group, i.e., o(a) | o(G).

Proof. Let G be a finite group of order n and let a € G be arbitrary, such that o(a) = m.
To show m is a dvisor of n.
Define H=(a^:p€ Z)

o(a) = m
^ m is the least positive integer in such that a™ = e.

H = {.... a~^. a~'.a°. a},a^..... .a’" = e]
Let AT, y e // => 3, p, 9, £ Z such that cf = x.a'’ = y 

= a^~'' = a' wherep - q = re. Z 
= a' e H

-1=> xy 
^ xy-1

-1xy e H
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Alyebrn. Tri^oiuimeiry (inti Vectors ^ H is a subgroup of G.
Now. to show Li(W) = />!, i.e., H contains m distinct element

a.a\a^.....a'" = e = a°.
Let r,se Z* such that

r > 0, 1 < r < HI, 1 <s<m
Now, a =a ^ a~^ = e o(a} <r- sou => o(a) < in 
which is a contradiction('.' o(a) =m) 

a'’*a^ if r*s
^ a, a^, c^^ «" are distinct elements of H
=> o{H} = m~ o(a)
Then, by Lagrange's theorem, we have hi is a divisor of n 
^ o{a) is a divisor of o(C).
Theorem 6. Let G be a finite group of order n and a e C then a" = e.
Proof. Let C be a finite group of order n and let a £ C be an element of order hi so that

ma -e.
mTo show a = e
H=[(f :pe Zj.

Then, by previous theorem, H is a subgroup of order m. 
Using Lagrange’s theorem, we have hi is a divisor of n

^ 3pe N such that — =p^n = mp

Let

HI

a'’e.a'”^ = (ay = (ef = e => a'' = e.Now,
Theorem 7. (Cayley Theorem). Every finite group G is isomorphic to a permutation group. 
Proof. Let G be a finite group of order n such that G = {ai, aj. •••, a„]
Let a 6 G. Define a map fa : G —) G given by

fa(x) = ax V j: e G. ...(I)
fa is one-one. I

Let fa{x\)=f<,{xd-Xx,X2^ G 
<lr|=tUC2=>

fa is onto.
fa - G G is one-one and G is finite ^ f„ is onto. Thus,/„ is one-one map of a finite set G

onto itself. It means that /„ is a permutation of degree n. Here/ \ 
tin

aai aai ■ ■ ■ aa„
a[L =

The elements aai.aa2, aa„ are all distinct elements of C.
Write G' = [fa'- a e G} then G' is a set of permutations of degre n.
Now, we claim that (G', •) is a group, where (•) denotes permutations multiplication. 
Let a,b,ce G be arbitrary and e be the identity in G.
Let a”' denote inverse of a in G.

a 'fl = oa ' = e.So that
(i) Closure property : faJh^G’^ffieG' 

(faf„m=fam)]-Ul>x)Consider
= a(bx) = (ab) x, by associativity in G.

JiibM
fnfb ~fab ...(2)

a,b^ G=t> abe G =bfab e G' =>f„fi, e G'.
(ii) Associativity : Let a, h, c £ G

(ab)c = a(bc) f„i,y =fa^i„-,■=e>

f{ob)fc=fJbc => (fJb)f =f<,(fbf)-
(iii) Existence of identity : a, e e G =b f e G' and ae = ea = a

^ /tie ~fea ~fa fnfv ~fefti ~fa

^ /j € G' is identity element of G'.
(iv) Existence of inverse : a e G a, a-1 £G^/„,/;'6G',

-1 -1Also, aa =a a = e
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(iriiiiijs=f(a'a)=fe Or fj„faa L-^L=L-1 -1 _
=> ' e G' is the inverse of/„ e G.
(v) Order of G':

0(G) = H, G' = : a e G} =» O(G') = H.
Therefore, we have (G', •) is a finite group of order n.
Now we claim that (G, •) = (G'. ■)•
Now define a map ^ ; G ^ G' such that ^(.v) =/j V x e G. 
(i) g is one'one ;
For^(X|) = g(x2);xi,x2£ G

^ =4
/r,W =4(-*) V X e G

For

>•
i-"

[by (i)]XiX = X2X 
X, =X2.

(U) g is onto :
For any /, e G' ^ a e G such that g(a) */„.
(iii) g preserves comparision in G and G’;

S(j:i^2) =fx,x,
=fx/x,=i(Xi)-8i’^2)'

Hence. G is an isomorphism of G onto G' and hence G = G'.

(where X|, X2 e G ^ xiX2 e G)For

• SOLVED EXAMPLES
Example 1. //G is a group and a e G, then show that the set fi= [a": n & Z) is a subgroup 

of G and it is the smallest subgroup of G which contains the element a.
Solution. Clearly. H is non-empty subset of G.
Let x,yeH, then x = a'’, y = o’, where p,q^Z.

-1 (••• p~qeZ) 
e H. Therefore. W is a subgroup of

Therefore.
W is a non-empty subset of G and x. y e H ^ xy-1

G.
Now. if K is any subgroup of G which contain a, they by closure property in K, a" e K for 

every integer n. Also
a° = eeK and a "=(aY' g K

=> every integral power of a belong to K, i.e., HqK. Hence. H is the smallest subgroup of 
G which contain a.

Example 2. If H be a subgroup of group G and 
T={xeG-.xH = Hx).

Show that T is a subgroup ofG.
Solution. Since e e G and eH - He ^ e e T
^ r is a non-empty subset of C. 
Letxi,X2e Tso that x<^H = Hx^. XjH = Hx2 
Now Xi^ XiH = Hx2 => X2 ' {X2W)X2 ‘ = X2 '{Hxf) X2 '

=> xl 'x2 {Hx~2 = (X2 ‘//) (X2X2 ‘) ^ e(Hx2') = (X2 'H) e
X2 ‘w => Xj' G T.-1Hx2

X2 £ r => X2 * £ T.
(x,X2 ‘) // = Xi (xj 'H) = x,(Wx2') = (x,//) xj' = (Hx,) xj ‘ = W(x,X2')

Thus,
Also,

f: '

i

X|X2' £ T.
Thus, r is a non-empty subset of C and Xj, X2^ T=> X1X2'6 T therefore, Tis a subgroup of

G-

• TEST YOURSELF-5
1. Let G be the additive group of integers. Then show that the set of all multiples of integers by 

a mixed integer m is a subgroup of G.
2. Show that the integral multiples of 5 from a subgroup of the additive group of integers.
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Algebra, Trigonometry and Vectors 3. Show that the 24 permutations on 4 symbols from a group with respect to permutation 
multiplication.

4. Use Lagrange’s theorem to show that any group of prime order can have no proper subgroups.
5. If a finite group G contains an element of even order, show that G must also be of even order.
6. If a finite group possesses an element of order 2, show that it possesses an odd number of such 

elements.

• 11.14. CYCLIC GROUPS
If a group G contain an element a such that every element a: e C is of the form a"', where 

mS Z, then G is said to by cyclic group and G is generated by a i.e.. a is the generator of (?, and 
we write C= (a).
REMARK

^ If G is a cyclic group generated by a then, since C is closed under multiplication, then 
a’’ £ G V fc € Z* Also, since the inverse of a* is a"* we see that o"* e C V it e 2*. Also 
cP is the identity e of G. Then

G=ia] = [a‘^:keZ]

Thus the cyclic group G generated by a, consist of all elements of the form a.
Example on Cyclic Groups :
The multiplicative group G = {1, - 1, j, - i] as a cyclic group with generator i. Because

(0' = i,(0' = -LOy = -'and(/)‘‘=l
^ each element of G can be expressed as some integral power of i 
=* G is cyclic, generated by i.

REMARK

^ A cyclic group always at least have two generator. For example if a is the generator of 
G then a~' is also the generator of G.

The multiplicative group of n roots of unity is cyclic with generated 
3. Let It be a positive integer. We construct a group C of order n as follows : Suppose that C

consists of-all symbols a‘, i = 0. 1. 2..... /i - 1, where we insists that = a" = e. a' o'
if' +; £ i> and a' aij = a; +If j +y > /i. Then we may easily verify that this is a cyclic group 
of order n.

G={a] = {e,a,a^.....a"’')-
4. The additive group of integers {... - 3. - 2, - 1,0, 1.2. 3 ...} is a cyclic group with generators 

1 and - 1.
Properties of Cyclic Group :

Theorem 1. Every cyclic group is necessarily abelian but the converse is not necessarily true. 
Proof. Let G = {«) is a cyclic group generated by an element a e G.
Let X and y be any two elements of C.
Then x = a"' and y = a", for some integer m and n.
Now. xy = a"' a” = a 
^ xy = yx '’i X. y e G 
^ C is abelian.

fn + n * m_ m= a . a = yx

Conversly. An abelian group is not always a cyclic groups. It is illusted by the following
example.

The set Ro of all non-zero real numbers is an abelian group with respect to multiplication.
If fl e then W = {a" : « e 2} is a countable subset of Rq and so it can not be equal to the 

uncountable set Rq
All the elements of Rq cannot be expressed as some integral power of a single element of

Ro
^ {Rfr •) is not a cyclic group.
Theorem 2. If the generator of a cyclic gorup G is of infinite order {or of zero order), then 

G is isomorphic to the additive group of integers.
Proof. Let a is the generator of the cyclic group G = {a} let o(a) = oo=> a” *e 
To show (G,.) = (2,+).
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GroupsFirstly we shall show that any two powers of a can not be equal let if possible, a'” = a" for
m*n

m n ^ m n . m- na =a ^ a -ea ^ a =e
o(a) <m-n = a finite number 
o{a) is finite.

A contradiction
=> a” * a" for m ^ n
=> G contains an inifinite number of distinct elements

±2 ±3 ,,a .a ...]G^{a^ = e,a 
Z = {(0), ± l,±2.±3.±

Now, define a map/: G —»Z such that/a^ = n W a"€ G.
f is one>one.

± 1

/{a”) =y(a")a'^.a" s G m = n=> a” = a" 
fi.a"')=fi.<3'') => a” = o' ^ /is one-one.

Let
i.e..

f is onto.
Since o(C) = ■» = o(Z) and/is one-one =3/isonto.
/preserves compositions in G and Z.
Let a'", a" e G, then

+ nAa" .a'')=Aa ) = m + n =/;a'")+/«'')
I.e.,

=> /preserves compositions in C and Z.
Hence,/is an isomorphism and (G, •) = (Z, +).
Theorem 3. The order of a cyclic group is equal to the order of any generator of the group. 
Proof. Let a be the generator of a group G~ {a}. Let o(a) = finite = n 

a" = e, a' ^ e for 0 < r < n.=>
o(a} = o(G) = n.

Step I. Firstly we show G contains n elements.
The elements of the cyclic group G is given below : 

a, ^3^ a^,..., a" = e = cP.
Let if possible, G contains an element a” besides these elements where m> n. Then by divison

To show

algorithm
m = nq + r,0<r<n and q, re N 

a'” = a'-‘>*' = a”^.. d = {a^. a' = e’^.a'= e .a'= a' 
a*" = 0 S r < n.

d is already contained in the set of n elements and so cP' is also contained 
^ G contains n elements.
Step II. Now to show that any two elements of G are not equal. For this we have to show 

that a' * a’ where 0<r<n, 0<5<n.
r<s <n 
i - r >0
a'^ = a^ => ea'= o’ a'’~'=e

Let
Then

=» o{a) < n.^ o(a) <s- r and s- r<n 
Which is a contradiction. Hence, a'^ * d where r* s.
Thus, we have shown that G contains n distinct elements and hence o(G) = n.
Theorem 4. A finite group of order n containing an element of order n must be cyclic. 
Proof. Let G be a finite group of order n and let ae G such that o(a)=n. Then

o(G) = n = o(a). »
To show G is cyclic
Let H be a cyclic group generated by a, then

('.' order of a cyclic group 
is equal to the order of its generator)

o(ff) = o(a) -n

^ H can be expressed as
H={a :r=l,2,3,

Since, C is a group
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Atgebrn. Trigonometry and Vectors then ^ « e G ^ G G for every integral value of r. 
H^G.
oiG} = n = oiH).

Thus
Moreover

H = G, but H is cyclic => G is cyclic.
Theorem 5. Every group of prime order is cyclic.
Proof. Let G be a finite group of order p, with p is prime. To show G is cyclic. 
Since G is a group of prime order ^ G must contains at least 2 elements.

2 is the least positive prime integer)
=i« There must exist an element a€ G : a*e

a* e ^ o(a) > 2.
Let o(a) = m. Then W = (a) is a cyclic group of G and o(H) = o{a) = m. Then, by Lagrange’s 

theorem m must be a divisor of p. But p is prime and m>2. Hence m = p.
Therefore,
Since, H is cyclic, therefore G is cyclic with generator a.
Theorem 6. Every subgroup of a cyclic group is cyclic.
Proof. Let G = (a) be a cyclic group generated by a. If // = G or {e|, then obviously H is

H = G.

cyclic.
Now let // is a proper subgroup of C.
H contains the element of integral power of a-
If a‘ € H e H. Therefore, H contains elements which are positive as well as negative

integral of a. Let k be the least positive integer such that a‘ e H. To show H = {a"'].
Now let a G H. Then, by division algorithm 
Then exist g + rs Z such that

r = kq + r, Q<r<K
a^G /f=»(aVe H ^ a‘^ e W=>(a'^)’‘e H 0“^ e H.
a’c//, a*^G//=>a^a*‘^GW=>a’^eW=>a'^G//.

Now 
Also,

k is the least positive integer such that a‘ e // and 0 < r < it. 
=* r must be equal to 0 

t = kq
. = =

=> every element a' e H is of the form (a*)’
W is cyclic with generator o'”.

• SOLVED EXAMPLES
Example 1. How many generators are there of the cyclic group of order 8.
Solution. Suppose that the cyclic group G of order 8 is generated by an element a then

o{a) = 8.
C = (a, a^ a^, a"*, a^' a*', a’,a® = e).

Now from theorem 7, an element a” is also a generator of G. if m is less than 8 and relatively
Clearly,

prime to 8.
Such numbers are 1. 3, 5 and 7.
Hence, a, a\ a^ and o' are generators of G.
=s There are four generators of G.
Example 2. Show that the group G = l( 1, - 1, i, - i), •] is cyclic.
Solution. Let G = {1, - 1, i, - I).
To show G is cyclic.
If there exist an element a g G such that o(a) = 4 = o(G). Then C will'be cyclic group with 

its generator a.

5’-

,1Evidently 
Here identity element e of G is 1. 
Thus /* = 1, t'^ = 1 for any r < 4 

o(i)=4 = o(G)

i

i is the generator of G- 
Now G is expressible as G = {i, i^, f].
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• STUDENT ACTIVITY
1. Show that the set Z of all integer form a group with respect to binary operation * defined by 

a*b = a + b+ I'Va, be Z is an abelien group.

2. State and prove Lagrange’s theorem.

• SUMMARY
• A structure (G, *) is said to be a group :

(i) a* be G'Vfl. he'G
(ii) {a* b)* c = a* (b * c)'V’a, be a,S,Ce G
(iii) Identity e exists in G i.e., a^e = a = e* cr^a e G
(iv) Inverse of each element of G exists in G.

• Order of group : No. of distinct elements of G gives the order of G it is denoted by O (G) or
|G|.

• Order of an element of a group : Let ae G and e be its identity element, then a least positive 
integer « is said to be the order of a it o” = e i.e., O (a) = n.

* Modulate system:
(1) Addition modulo n : a + nb = r, 0<r<n where r is the remainder obtained after dividing 
a +b by X.
(ii) Multiplication modulo n : ax nb-= r,Q< r <n, where r is the remainder obtained after 
dividing ab by n.
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Algebra, Trigonomeiry and Vectors Permutation : A one-one mapping / of a finite non-empty set 5 onto itself is called a 
permutation.
Transposition : A cycle of length two is called a transposition.
Even and odd permutations : A permutation is said to be even or odd according as it can be 
expressed as a product of even or odd number of transpositions.
Homomorphism and isomorphism of groups : A mapping^: (G, 0) —) (O'. *) is said to be a 
homomorphism if/(x,y) =/(x) *f(y)'Vx, y e C. Ahomomorphism/is called an isomorphism 
if/ is one-one and onto.
Subgroups of a Group : A non-empty subset W of G is called a subgroup of G is closed under 
the sam binary operation and defined on G and H itself forms a group.
Cosets : Let W be a subgroup of a group G. aH = {ah : h e H]] and Ha = {ha : h e H]
The aH is called a left coset of W in G and Ha is called a right coset of H in G.
Lagrange’s theorem : The order of each subgroup of a finite group is a divisor of the group. 
Cayley Theorem : Every finite group is isomorphic to its permutation group.
Cyclic Group : If a group is generated by a single element, then it is called a cyclic group and 
that single element is called a generator of that group.

1

• TEST YOURSELF-6
If w is the cube roots of unity, show that the set (I, w, w^] is a cyclic group of order 3 with 
respect to multiplication.

2. Show that the group [{1,2, 3, 4, 5,6}, Xy] is cyclic. How many generators arc there ?
3. Show that the two cyclic groups of same order are isomorphic.
4. Show that, every finite group of composite order possesses proper subgroups.
5. Show that the set U„ of /i, complex roots of unity forms a cyclic group with respect to

multiplication.
6. Show that every finite group of order 6 must be abelian.
7. Show that the group [(1,2, 3, 4), X5] is cyclic.
8. How many generators are there of the cyclic group of orier 10.
9. Show that the residue classes [1], [2], [3], [4], [5} [6] and mod 7 from a multiplicative cyclic 

group. Find the number of generators.ro 0] ri 1] ro oi ri i'
0 oj' [0 oj’ [1 ij' [1 1 ■

where 0 and 1 are the elements of the set Z = (0, 1) modulo 2. Show that G is an abelian, 
non-cyclic group under matrix addition.
Find the order of each element in the cyclic group G = {a, (?, a*, a^, = e\.

1.

10. Let G be the set of four matrices

11.

ANSWERS

8. Four, t.e., a,2. Two, i.e., 3 and 5 
11. o{a) = 6, o(a^) = 3. o{a^) = 2. o{a^) = 3, o{a^) = 6 and o{a^) = 1.

OBJECTIVE EVALUATION
> FILL IN THE BLANKS :
1. A group G is said to be abelian if a..................
2. The number of element in a finite group G is said to..........
3. The identity of a group is..................
4. The invese of each element of a group G is..................
> TRUE OR FALSE :
Write ‘T'for True and ‘F’for False statement:
1. The product of two odd permutation is an odd permutation.
2* If for every element 0 in a group G, = e, than G is an abelian group.
3. If each elements having its own inverse then group is said to be abelian.
4. If » be a commutative composition in a set S, then '

a*(b*c) = (,c*b)*a 'i a,b,ce S.
> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :
1. A subgroup of an abelian group is :

of the group.

<T/F)
(T/F)
(T/F)

IT/F)
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Cniiipy(b) necessarily abelian 
(d) none of ihese.

. (a) not abelian 
(c) may be abelian 

2. Let C = 11. tv. *v^} is a cyclic, then the generators of C are :
(b) w and w (c) 1 and (d) none of these.(a) 1 and w

If H, K arc two subgroups of a group C, than HK is a subgroup of C if ;3.
(a) HK = KH 
Every group of prime order is : 
(a) Abelian

(b) HK = e‘ (c) KH = e (d) HK*KH.
4.

(b) Cyclic (c) both (a) and (b) (d) none of these.

ANSWERS

Fill in the Blanks :
ab = ba ob & C 2. order 3. unique 4. unique

True or False :
1. F 2.T 3.T 4.T

Multiple Choice Questions :
l.(b) 2.(b) 3. (a) 4.(c)

□□□

1 •
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Alj-tbra, Trigonometry anti Vfeciorv UNIT

MULTIPLE PRODUCTS OF VECTORS
LEARNING OBJECTIVES

• Vector and Scalar Products
• Triple Products
• Scalar Triple Product
• Properties of Scalar Triple Product
• Expression tor the Scalar Triple Product In Terms of the Components of the Vectors
• Vector Triple Product
• Quadruple Products
• Scalar Quadruple Product
• Vector Quadruple Product
• System of Reciprocal Vectors
• Solved Examples

# Student Activity
# Summary
# Test Yourself

LEARNING OBJECTIVES
After going through this unit you will learn ;

• How to find the scalar and vector products of vectors.
# How to find the vectors reciprocal of the given vectors.

• 12.1. VECTOR AND SCALAR PRODUCTSit

Let a and b be two non-zero vectors. Then the product of the type a x b which gives a vectors 
quantity, is called vector product o/a and b whereas the product a • b which gives a scalar quantity 
is called scalar product of the vectors aandb. The vector a x b is perpendicular to both the vectors 
a and b.

• 12.2. TRIPLE PRODUCTS
Definition. A product involving three non-zero vectors is known as a triple product of these 

three vectors.
There are two type of triple products:
(i) Scalar Triple Product.
(ii) Vector Triple Product.

• 12.3. SCALAR TRIPLE PRODUCT
Definition. If a, b, care three non zero vectors, then the triple product (a x b) • c which give.s 

a scalar quantity is known as scalar triple product of the 
vectors a, b and c.

Geometrical Interpretation of Scalar Triple Product:
Let a, b, c be three non-zero vectors and consider 

a parallelopiped whose coterminous edges are along these 
vectors and lengths of these edges are magnitudes of 
a, b and c respectively.

Since we have that OA = |a|, Ofi = |b| and b 
OC=\c\, Let V be the volume of this parallelopiped

F
C

O

B
D

Hg.l
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Mulliple frorfuc/.v {if Vi'cvoi iwhich is taken as positive. Let p be a vector which is perpendicular- to both the vectors a and b 
such that p = a X b. Thus vector p is perpendicular to the face OBDA of the parallelopiped.

Therefore the area of the face OBDA = | a x b |- Suppose the vector p makes an angle 9 with 
vector c. Then the perpendicular distance from C to the face OBDA is OC cos 9 which takes the 
positive and negative signs according to the angle 0 is acute or obtuse. Thus the vectors a, b, c 
form a right hand triad if 0 is acute otherwise will form a left hand triad.

The volume of the prallelopiped
= (area of face OBDA)

X (perpendicular distance from C to the face OBDA)
1^ = I a X b I OCcos 0 
1^ = t p [ I c I cos 9.

or
-..(1)

Now consider
(axb)-c = |axb||c| cos 0 
(a X b) • c = I p 11 c I cos 0. ...(2)

From (1) and (2), we have
K= (a X b) • c.

Hence, we conclude that the scalar triple product of three vectors gives the volume of the 
parallelopiped whose coterminous edges are along these three vectors.

IfQ is acute, the volume V will be positive and thus the triad a, b, cform right handed triad 
whereas ifQis obtuse, the volume V will be negative and the vectors a, b, c thus form left handed 
triad.

If a, b, c form right handed triad, then b, c, a and c, a, b will also form right handed triad and 
hence we obtain that

V = (a X b) • c = (b X c) • a = (c X a) • b.
Hence we conclude that the scalar triple product is independent of the position of the dot and 

cross but depends on the cyclic order of the factors and therefore dot and cross may be interchanged.

• 12.4. PROPERTIES OF SCALAR TRIPLE PRODUCT
Property I. If any two vector of a, b. care equal, then the value of their scalar triple product

will be zero.
Since a, b, c are three non-zero vectors and we know that the scalar triple product is 

[a b c] = (a X b) • c.
If a = b = k (say), then

[a b c] = [k k c] = (k X k) • c = 0 • c = 0.
REMARK

ax b = (I a I { b| sin 6) n.>

k X k = (I k 11 k I sin 0°) /I = 0.
Property II. If any two vectors of a, b, c are parallel, then their scalar triple product will

be zero.
Since a, b, c are three non-zero vectors and suppose a and b are parallel to each other. Then

we have
-..(1)b = ra

where t is any scalar quantity.
[Using (1)]

['.■ a X mh = ma X b = (a X b)] 
[•.• axa = 0]

Property III. The three non-zero and non-parallel vectors a, b, c are coplanar if and only 
if their scalar triple product is zero.

Suppose the three non-zero and non-parallel vectors a, b, c are coplanar, then we have to 
show that [a b c] = 0.

Since we know that the vector axb is perpendicular to both the vectors a and b but 
b, c are given to be in a plane, then axb will be perpendicular to the vector c hence 

[a b c] = 0.
Conversely, Suppose the scalar triple product of the vectors a, b^ c is zero 

[a b c] = (axb)-c = 0.

[a b c] = (a x b) • c = (a X ra) • c
= r (a X a) • c
= r (0 • c) = 0

a,

i.e..
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Algebra, Trignnomelry and Veclors Then (a x b) • c = 0 implies that the vectors {a x b) is perpendicular to the vector c but by the 
definition of (a x b) is perpendicular to the plane of the vectors a and b both. Thus the vector c is 
parallel to the plane of a and b. Hence these vectors a, b, c are lying in a plane cosequentily, they 
are coplanar.

Property IV. Distributive law holds for the scalar triple product.
Since scalar and vector product are distributive so we have that for three non-zero vetors

a, b, c-
(i) a • (b + c) = a • b -H a • c
(ii) ax(b-Hc) = axb + axc.
Then we have to show that [a b c + d] = [a b c] -t- [a b d] 

L.H.S. = [a b c + d] = (a X b) • (c + d)
= p.(CH-d)
= p • c + p • d
= (a X b) • c + (a X b) • d 
= [a b c] -H [a b d] = R.H.S.

Hence, distributive laws holds for scalar triple product.

[Let p = a X b] 
(Using (i)] 

[•.• p = axb]

• 12.5. EXPRESSION FOR THE SCALAR TRIPLE PRODUCT IN TERMS OF 
THE COMPONENTS OF THE VECTORS

Let a, b, c be three non-zero vectors and having the components (fli, ay), {bi.by. by) and 
(ci, Cj, C3) respectively, such that

a = fl] i -I- 02) + ay k
AAA

b = ^>1 i + byj + byk
AAA

C = C| I +C2j + Cy k
where i. j, k are the unit vectors along the rectangular co-ordinates axes respectively.

£32 ^3
i>l by by :
Ci Cl Cy

AAA

Then [a b c] = ...(1)

• 12.6. VECTOR TRIPLE PRODUCT
Deilnition. (fa, b, c are three non-zero vectors, then the triple product a x (b x c) which 

gives a vector quantity is called vector triple product of the vectors a, b, c.
(i)rD prove that a X (b X c) = (a • c) b - (a • b) c.
Let us suppose r = a x (b x c) and let b x c = p.
By the definition, the vector bxc is perpendicular to the plane of vectors b and c both. 

Therefore p is perpendicular to the plane of b and c.
r = a X (b X c) = a X p

Therefore, the vector r is perpendicular to both the vectors a and p. Since p is perpendicular 
to both b and c'so the vector r is lying in the plane containing the vectors b and c. Thus the vector 
r can be written as the linear combination of the vectors b and c 

r = nib -H nc
where m and n both are scalars. Now taking the dot product of both sides of (1) with the 

vector a, we have

(•.• p = bxc)

...(!)

r • a = (mb -i- nc) • a
= m (b. a) + n (c • a) 

Since the vector r is perpendicular to a 
r. a = 0.

Scalar product is distributive)

m(b-a) + n(c-a) = 0 

= ^ (say)b. a
m

...(2)or
c • a

Substitute the values of m and n from (2) in (1), we gel
r = A (c • a) b -h {- A, (b • a) c}
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Multiple ProduclK of Vceior.K-O)r = X[(c-a)b-(b-a)c]. ^ ^
Now we have to determine the value of X. So let us consider the unit vector j and k such that 

j is parallel to the vector b and k^s perpendicul^ to t^e vector b in the plane of b and c, we have 
b = i»2y and c = C2j + C2k.

AAA

a = 0] i + 02] + 03 k. 
r = ax(bxc)

A A , A A A A

= (a, i + aij + 03 i) X [b2j x (cjy + C3 /:)]
AAA A A

= (a, i + a2j + a^ k) X (6203^ x k)
AAA A

= (<2j I + 02) + ^3 it) X biC^ i
A A A A

= a2fe2^3 y XI + a2^b2Ci kxi = j “ aibzc^ k
A A A

(c • a) b - (b • a) c = (0202 + a^c^) biJ - ^2^2 (^3; + C3 k)

A

Also the vector

A

ixk = i)
A

and

= a2b2C-ij-a2b2C2k. 
Substitute these values in (3), we get 

X=\.
On putting X = 1 in (3), we get

id

tq nr
r = (c • a) b - (b • a) c. 
r = a X (b X c)

a X (b X c) = (c • a) b - (b • a) c 
a X (b X c) = (a • c) b - (a • b) c 

(ii) To prove that the vector triple product is not associative. 
Let a, b, c be three non-zero vectors, then we know that

Since
Hence

(Dot are commutative)or

a X (b X c) = (a • c) b - (a • b) c. 
(axb)xc

...(1)
c X (a X b) = - [(c • b) a - (c • a) b] 

(a X b) X c = (c • a) b - (c • b) a.
[From (i)]Now

-..(2)
From (1) and (2), we get

a X (b X c) (a X b) X c. 
Hence, vector triple product is not associative.

• 12.7. QUADRUPLE PRODUCTS
Deflnition. The product involving four non-zero vectors is called quadruple product of these 

four vectors.
There are two quadruple product: .
(i) Scalar quadruple product.
(ii) Vector quadruple product.

• 12.8. SCALAR QUADRUPLE PRODUCT
Definition. // a, b, c, d are four non-zero vectors, then the product (a x b) • (c x d), which 

gives a scalar quantity, is called scalar product of four vectors or scalar quadruple product.
(i) To prove that (a X b) • (c X d) = (a • c) (b • d) - {b • c) (a • d).
Let p = a X b, then

(a X b) • {c X d) = p - (c X d)
= (p X c) • d (In a scalar triple product the dot 

and cross can be interchanged)
(•.• p = axb)= [(a X b) X c] • d

= [(c • a) b - (c • b) a] • d = (c • a) (b • d) - (c • b) (a ■ d) 
= (a • c) (b • d) - (b • c) (a • d)
= (a • c) (b • d) - (b • c) (a • d).(a X b) • (e X d)

REMARK
b • c> a • c 

a • d(a X b) • (c X d) = b-d
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Algebra, Trigonometry and Vectors • 12.9. VECTOR QUADRUPLE PRODUCT
Definition. If a, b, c and d are four vectors, then the product of the type (a x b) x (c x d) 

which gives a vector quantity is called vector quadnipie product of four vectors.
To prove that:
(i) (a X b) X (c X d) = [a b d] c - [a b c] d.
(ii) (a X b) X (c X d) = [a c d] b - [b c d] a.
(i) Let a X b = p, then

(a X b) X (c X d) = p X (c X d) = (p • d) c - (p • c) d 
= (a X b • d) c - (a X b • c) d 
= [a b d] c- [a b c] d.

(ii) Let cx d = q, then
(a X b) X (c X d) = (a X b) X q = - q X (a X b)

= - [(q • b) a - (q • a) b] = (q • a) b - (q • b) a 
= (c X d • a) b - (c X d • b) a = [c d a] b - [c d b] a.

Corollary. Prove that
[b c d] a - [a c d] b + [a b d] c - [a b c] d = 0.

From (i) and (ii), we have
(a X b) X (c xd) = [a b d] c - (a b c] d 
(a X b) X (c X d) = [a c d] b - [b c d] a.

From equation (I) and (2). we get
[b c d] a - [a c d] b + [a b d] c - [a b c] d = 0.

...(!)
and ...(2)

• 12.10. SYSTEM OF RECIPROCAL VECTORS
Definition. If a, b, c are three non-coplanar vectors, then the three vectors a', b', c' are 

catted system of reciprocal vectors of the vectors a, b, c if 
b X c 

[a b c]
Properties of Reciprocal system of Vectors :

Property I. If a', b', c' are reciprocal vectors to the vectors a, b, c respectively, then 
a . a' = b • b' = c • c' = 1.

a X bcxa• b' = • c' =a [a b c][a b c]

Since we know that a', b', c' are defined by the following equations
a X bbxc cxaa' = ’C' =[a be] [a b c] 

a • b X c [a b c]

• b' =[a b c] 
bxca • a' = a • = !.

[a be] [a b c] [a b c]
b.b'=l,c.c' = l 
a • a' = b • b' = c • c' = 1.

Similarly 
Hence,
Proper^' II. The scalar product of any two vectors, one from each reciprocal system of

vectors is zero i.e..
a • b' = a • c' = b • a' = b • c' = c . a' = c • b' = 0.

Since we know that
bxc axbcxa ,

[a b c] ^
cxa a-cxa_[aca] ^^ 

[a be] (a b c] [a b c]

a' = .b' =[a b c] [a b c]

a • b' = a • (•-• [a c a] = 0)

Similarly we can show that
a • c' = b • a' = b • c' = c • a' = c • b' = 0.

Property III. The scalar triple product of a', b', c' is reciprocal to the scalar triple product
of a, b, c-

Since we have
bxc axbcxaa' = • b' = • c' =[a b c]

[a' b' c']=a'-(b'xc')
[a b c] [a b c]
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Multiple Pmduets qt VvOi’iw______   (c X a) (a X b)
[a b c] ■ [a b c] [a b c] J
(b X c) • [(c X a") X (a X b)1

b xc

[a' b' c'] = -d)[a b c]^
Now (c X a) X (a X b) = [c a b) a - [c a a] b (Using vector quadruple product)

= [c a b] a.
Substituting this value in (1), we gel

(V [c a a] = 0)

(b X c) • [c a b] a _ [c a b] {b x c • a)[a' b' c'] =
[a b c]^ [a b c]^

[a b c]^ (•.• [c a b] = [b c a] = [a b c])
[a b c]^

1
[a b c]

[a' b' c'] [a b c] = 1.

• SOLVED EXAMPLES

Example 1. Find the volume of the parallelopiped whose edges are represented by the vectors
AAA AAA AAA

(0 a = 2i-3j + 4k,b = i + 2j-k, c = 3i~j + 2k 
(2,-3,4),(L 2,-1) and (3,-1,2).or

A A A AAA A A A

{it) a = 2i-4j + 5k,b = i-j + k. c = 3i-5j + 2k.
Solution. The volumeof the parallelopiped whoseedgesarea, b, c is equal to the magnitude

of [a b c]-
(i) V'=[a b c]

2- 3 4
= 1 2-1 =2(4-l)-3(-3-2) + 4(-l-6)
3- 1 2

= 6+15-28 = -7.
V = 1 (Numerically).

2- 4 5
V= 1 -1 1

3- 5 2

= 2{-2 + 5)-4(3-2) + 5(-5 + 3) = 6- 4-10 = -8 
8 (Numerically).

Example 2. Prove that the four points 4i + 5j + k, -(j + k), {3i + 9j + 4k) and 4 (- / +y + k) 
are coplanar.

Solution. Let A, B, C and D be the four points and 0 be the origin.
------> A A A ------> A A ------» A A

OA = 4i + 5j + k,OB = -j- k, OC = 3i + 9j + 4k
------. AAA

OD = - 4i + 4j + 4k.
AB = OB- OA = - 4?- 6j- 2k
------1 ------» ------ 1 AAA AAA AA..
AC=OC-OA = {3i + 9j + 4k) - (4i + 5j + k) = -i + 4j+ 3k

------^ ------♦ ------ » AAA AAA AAA

AD = OD -OA = {- 4i + 4j + 4k) - {4i + 5j + k) = - 3i -j + 3k.

Now find AC .4D]

(ii)

A A A A A A A A AAA

A
Then

and

A

and

-4 -6 -2
-14 3
-8 -1 3

[AB AC AD] =

= - 4 (12 + 3) - 6 (- 24 + 3) - 2 (1 + 32) 
= -60+ 126-66 = - 126+ 126 = 0.

Hence, AB, AC, AD arc coplanar and hence the four given points are coplanar. 
Example 3. Prove that [a + b, b + c, c + a] = 2 [a b c].
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Algebrn, Trigonomelry and Vectors Solution. Taking L.H.S.
L.H.S. = [a + b, b + c, c + a]

= (a + b) • [(b + c) X (c + a)]
= (a + b)'[bxc + bxa + cxc + cxa]

(•. cxc-0)= (a + b)-[bxc + bxa + cxa]
= (a + b) • (b x c) + (a + b) • (b X a) + (a + b) • (c X a)
= a- bxc + b- bxcH-a-bxa + b- bxa + a- cxa + b- cxa 
= [a b c] + [b b c] + [a b a] + [b b al + |a c aj -i-1 b c a]
= [a b c] + [b c a] (■: ib b c]=0.|a h

[b b a] = 0, [a c a| 0)
('.• [a b c] = lb c aJ)= [a b c] + [a b c] = 2 [a b c]

= R.H.S.
Hence, [a + b, b + c, c + a] =2 [a b c].
Example 4. Show that fa x b, b x c, c x a] = [a b c]^. 
Solution. Since, we have

9 ...d)[a X b, b X c, c X a] = (a X b) • [(b X c) X (c X a)]. 
Now consider first (b x c) x (c x a).
Let b X c = p, then

(b X c) X (c X a) = p x (c X a) = (p • a) c - (p • c) a 
= [(b X c) • a] c - [(b X c) • c] a 
= [b c a] c - [b c c] a {b X c) X (c X a) = [a b c] c .(2)

(b c c] =0)
Now from (1) and (2)

[(axb) (foxct (cxa)]=(axb) • (fa b c] c} = [a b c] [{a xb) .c] 
= [a b c] [a b c] = [a b c]^.

Hence [a x a b x c c x a]= [a b c]^.
A A AA A A

Example 5. Prove that i x {n x t) + j x xj) + k x (a x k) = 2a. 
Solution. Since, we have

A AA A

i X (a X 0 = {i • 0 ® *
A A

;x(ax;) = (/’.;)a-0.a); 

kx(axk) = (k'k)a-{k-z)k.

AA
...d)

AA . AA
...(2)

A AA A
.M)and

Adding (1), (2), (3), we get
A A AA A A

/ X (a X 0 +; X (a xy) + it X (a X k)
A A A AA A

...(4)= 3a-(i-a)j-0-a)y-(k.a)k
A A A A A A

(•.• t- i=j-j = k- k = \)
A A /V

= a[ i + 02]"^ ^3 **Further, let a
A AA

i • a = ai,y • a = 02, ’ a = 03.

A A AA A

(/■-a) j + 0 - a)y + (/:• a)^ = a, i + a2j + a^k = a. 
From (4) and (5). we get

AA A A
...(5)

AA A A AA
i X (a X i) + j X (a xy') + it X (a X1:) = 3a - a = 2a-

Hence proved the result.
Example 6. Find a set of vectors reciprocal to the three given vectors

AAA AAA AAA

- j +y + L b = j -y + 4. c = «■ +y + L 
Solution. Let a', b', c' are the vectors reciprocal to the vectors a, b, c, then

a =

A AA

j kI

bxc = 1-1 1
1 1 1
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A A A AA
Mullipie Products of Veciors= /(-l-l)+y(l -1)+ /:(! +l) = -2/ + 2/:

AAA

/ j k 
c X a = 1 1 1

-1 1 1

= /'(! - l)+y(- I - l) + i(l + I) =-2j'+2it
A AA

kI J
and a X b = I 1- I

I -I 1
A A A A A

= i(l + l)+j(l + l) + k{l-l)=2i + 2j
- I 11

[abc]= 1 -1 1 =-!(-!-1)+1(1-1)+1(1 + 1) =2+ 2 = 4.
1 1 1

and

A A

b X c -21 + 21: I A A

a' = = ^i-i + k)
[a b c] 4

A A

(-2/ + 21:)_! A Acxab' = = ^(-j + k)[a b c] 4
A A

a X bc' = [a b c]

• STUDENT’S ACTIVITY
1. Prove that

[a-^b b-^ c c + a\ = l[a b c]

2. If o’, b'. F are the vectors reciprocal to the vectors a, b, c. then prove that
a + ft + cF xb'+ b'xF+ Fxa' = \abc\
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Ali'ebra, Trigonometry and Vectors • SUMMARY
a . (i> X c) = Scalar triple product. 
a X {b xc) = Vector triple product.
(a xb). (c X (f) = Scalar quadruple product.
(axb)x(cxcf} = Vector quadruple product. 
Reciprocal vectors

7 = bxc axbcxa. b' = , c’ =[a be] [a 6 c] [a be]

• TEST YOURSELF
1. Prove that a x (b + c) = a x b + a x c for any vectors a, b and c.

AAAAAA ^

2. (i) Show that the vectors / + 2j + k, 3i + 2j - Ik and 5/ + 6y - 5k are coplanar.
AAA

(ii) I^nd ^the^value of 'the constant X such that the vectors a = 2t -j + k, b = i + 2j - 3k. 
c = 3i + Xj + 5k are coplanar.

3. Prove that a • (b x c) = (a x b) • c.
A A A A A A

4. Prove that [i -j.j - k, k-1] = 0.
5. (i) Find the volume of a parallelopiped whose edges are represented by a = i - 2j + 3k. 

h = 2i+j - k, c=j + k.

(ii) Evaluate (2« - 3j) - [{i+j-k) x {3i-k)].

A A A

A A A

6. If OA -a, OB = b. OC = c. then prove that axb + bxc + cxaisa vector perpendicular to 
the plane ABC.

7. Find the value of a x (b x c), where a = j - 2y + /:, b = 2i + ; + /:. c = i + 2y - k.
8. Show that the vectors a x (b x c), b x (c x a), c x (a x b) are coplanar.
9. Prove that (a x b) x c = a x (b x c) if and only if (c x a) x b = 0.
10. Prove that a x (b x a) = {a x b) x a.
11. Prove that [a' b' c'] [a b c] = 1, where a', b', .c' are the vectors reciprocal to the vectors 

a, b, c.
12. Find a set of vectors reciprocal to the vectors

A A A A ' A A

a = 2i + 3; - it, b = t -y - 2/:, c = - i + 2j + 2k.
13. If a', b', c' are the vectors reciprocal to the vectors a, b, c then show that

AAA A A AA A A

A A A

(i) a X a' + b X b' + c X c' = 0.
b' X c' t'xa' a' x b"

[a' b' c'] ’ “ " [a' b' c'] ’ " [a' b' c']

ANSWERS

(ii) a

2. (ii) A = -4.
5. (i) 12 cubic unit (ii) 4 cubic unit

A A j 1 A A1 A A AA A A
I (2i + k). - (- 8i + 3j- Ik), - (- li + 3j - 5k).12.7. 9i -6j- 3k.

OBJECTIVE EVALUATION 
>• FILL IN THE BLANKS :
1. The vector a is perpendicular to...........
2. If a vector a is parallel to the vector b, then a equals to...........

a X b • c =...........
4. The coterminous edges of a parallelopiped are represented by the vectors a, b, c then its 

volume is...........
> TRUE OR FALSE :
Write ‘T’ for true and ‘F’ for false statement:
1- [«j h + v^k 'a/]-a

2. The vectors i - 2j + 3k. - 2i + 3j - 4k, i-3j + 5k are coplanar.

3.

AAAAAA
(T/F)

A A A A
(T/F)
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Miilliph' Hroduds oj Vt-iviin> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :
1. a X b is perpendicular to ;

(a) a
2. If 0 is the angle between a and b and | a x b | = | a • b | then 9 equals :

(c) 7t/4

(d) None of these.(c) a • b(b)0

• (d) it/3.(b) n/2
3. If a = r b, then [a b c] equals :

(b)-l
4. If a b c are coplanar. then (a b c] equals .•

(c)-l

(a) 0

(d) 0.(c) a + b(a) 1

(d) None of these.• (a) 0 (b) 1

ANSWERS

Fill in the Blanks :
1. a xb 

True or False :
1. T 2. T

Multiple Choice Questions :
1. (a) 2.(c) 3.(d) 4. (a)

3. a • b X c 4. [a b c]2. rb

□□□
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Algebra. Trigonometry and Vecinr.t UNIT

DIFFERENTIATION AND INTEGRATION OF
VECTORS

LEARNING OBJECTIVES
• Scalar Function
• Vector Function
• Scalar and Vector Fields
• Differentiation of a Vector Function with Respect to a Scalar
• Differentiation Formulae for the Vector Function
• Derivative of a Constant Vector
• Derivative of a Vector Function in Terms of Its Components
• Derivative of a Vector Function of Function
• Solved Examples

• Test YourselM
• Integration of a Vector Function
• Solved Examples

• Student Activity
• Summary
• Test Yourself-2

-LEARNING OBJECTIVES
'\fter going thrqugh this unit you will learn ;

• About the scalar and vector functions
♦ How to differentiate and how to integrate the given vectors

• 13.1. SCALAR FUNCTION
Since we know that ihe quantity which is associated with the magnitude but not associated 

with direction is known as scalar quantity. Therefore every real number is a scalar quantity.
Let £) be a subset of a set of real numbers. Then a function f defined over the subset D such 

that for all t e D.f[t) is obtained as a scalar quantity, is called a scalar function.

• 13.2. VECTOR FUNCTION
If the scalar function f{t) for all re D is associated with some direction then this function is 

called a vector function and is therefore denoted by f(r) or f.
Let/i (r)./2 (r)./3 (r) be three components of a vector function f(r), then this function can I 

uniqijfly expressed as a linear combination of these three fixed non-coplanar vectors /, (r)
hit)}.h{t) k.

Kr)=fiii)i+f2{t)j+fi(t)k
AAA

where i, j, k are three mutually perpendicular non-coplanar unit vectors.

• 13.3. SCALAR AND VECTOR FIELDS
Scalar fields. A scalar point function f defined over some region R such that to each point 

P{x, y, z) in space, there corresponds a unique scalar fP), is called a scalar field. For example 
fix, y, z) = x'^ + y- + i^- 3xyz.

Vector fields. A vector point function f defined over a region R such that to each point 
P{x, y. z) there exists a unique vector f{P). is called vector field. For example

138 Self-Instructional Material



AAA
f(x, >>, z) = X yi + x zj - y zk.

Some Result Related to the Limits and Continuity of a Vector Function :
1. The necessary and sufficient condition for a vector function f(0 to be continuous at to 'S

Differenlicilion and Iniesrarioit ql Vcclms

that
lim f(f) = f(^o).
‘-*<0

AAA
2. If f(r) =/| (t) i + /2 (Oj+fi (0 k, then f(0 is continuous iff/j (/),/2 (O'/s (0 are continuous.

3. If f(f) = /, (0 i + fi (0 j +h (0 k and I = /, i + liJ + /j k, then lim f(0 = I iff
(-»(o

lim fi(i) = lx, lim /2 (0=^2 and lim f}{t) = ty
'-*'o

4. If f(0 and g(0 are vector functions of scalar variable t and <t)(0 is a scalar function, then
(i) Jim [f(/) ± g(/}] = }im f(/) ± Jim g(0

(ii) lim [f(r). g(r)] = lim f(0 • f lim g(r)
<-*'o

(iii) lim [f(0 x 8(01 = f(0 ' lim g(0
<-*'o

'->'0

i-*io

'-*'o

'-*'c

(iv) iim I f(f) I = lim f(r)
'-•'o '-*'o

(v) lim [(fi(0 f(0] = lim (|»(0 lim f(f) .
r-*(o (-*'o

• 13.4. DIFFERENTIATION OF A VECTOR FUNCTION WITH RESPECT TO 
A SCALAR

Deflnition. Let f(i) be a vector Junction of scalar variable I. The function f(f) is differentiable 
with respect to t if

f(f + 50-f(0
lim exists.

6r6/-*0
df(t)

And it is denoted by
dt

dmdf(t) exists, then f{r) is differentiable and
dt

is also a vectorSuccessive Derivatives. If
dt

d\t)dm is called second derivative of f(0-is differentiable, thenfunction of variable t. If
dt dt^

Similarly we can find the third, fourth etc. derivatives of f(0.
REMARK

dr di^T> etc. are the first second etc., derivatives of r « f(0 and alsoIf r = f(r), then dt'dt^’

denoted by r, r etc.

• 13.5. DIFFERENTIATION FORMULAE FOR THE VECTOR FUNCTION
Let a, b, c be differentiable vector function of a scalar variable t and ^ be a differentiable 

scalar function oft, then

4(a±b) da ^ db 
dt ~ di

(i,0|(axb) = axf.-^f><b 

, . d ^ , da d(j)

(V) 4 (a b c] =

(0 dt

4(a-b) =iii) a •
dt

a

db dcda
c + a b —— b c + a dtdt dtdt
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Algebra. Trigonimwiry and Vecinrs (v,)|{ax(bxc)|=f db dcx(bxc) + ax —xc +ax fcx
dt dt

• 13.6. DERIVATIVE OF A CONSTANT VECTOR
Definition. A vector is said to be constant vector if its magnitude as well as direction are

fixed.
Let r be a constant vector, then

r = c (a constant vector) ...(1)
r + 5r = c. ...12)

Subtract (I) from (2). we get 
5r = 0.

Divide by 5r and taking the limit as 5? —) 0. we get
Sr dr

lim 7- = 0 or — = 0.
8,-.o St dt

Hence the derivative of a constant vector is a zero vector.

• 13.7. DERIVATIVE OF A VECTOR FUNCTION IN TERMS OF ITS 
COMPONENTS

Let P(x,y, z) be any point in space and its position vector with respect to the origin 0 be r 
and let x. y, z be the function of scalar variable f, then we have

A A A

t = xiA-yj A-zk ...(1)AAA

where /, /, k are constant vectors.
AAA

r H- Sr = (x + i + 0 + 5y) y + (z + 6z) k. ....(2)
Subtract (1) from (2). we get

Sr = hxi + Sy; + SzA.
Now divide this equation by St and taking the limit as St —» 0, we have

St St St 

SxV f

Sr limlim
5(-*0 5t &-*o

hY (dr 5-1 A
~ klim lim limf + J +

&-»odt &-»o 6/-*0 5/

dr dx'^ dy'> dz'> 
Jt^Jt'^dt^^Jt'^-

(^T d^r

dr dt^
Similarly, we can find etc.

• 13.8. DERIVATIVE OF A VECTOR FUNCTION OF FUNCTION
Let r be a function of a scalar variable w, and u is also a scalar function of scalar variable t

r = f(«) 
«=gW.

r -I- Sr = f{« + 8u)
M + 6« = g(t + 6f). 

Subtract (2) from (3). we get
Sr = f(« + Su) - f{M)

...(1)
and ...(2)

;..(3)
and ...(4)

...{5)
and subtract (2) from (4), we get

5u = g(i + 50-g(t).
Now divide (5) by St, we have

Sr f(u + 8u)-f(i/) f(u + 5»)-f(K) bu

...(6)

Sr St Su St
Sr f(» + Su) - f(u) g(t + St) - ^(t)

[using (6)]St Su St
Taking the limit St -> 0. when St -» 0, Sr ^ 0 and Su -» 0. we get

p(t + St) - e(t)Sr f(u + Su) -ffu)lim lim • iim 
8(-»0Si-*o Su Sr6u-*0
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Diffemiliaiion and Inregraiidn nf Vt’ciorstir dr du 
dt du dt dt du dt

Some Important Theorems :
Theorem 1. The vector a(/) has a conslatxi magnitude if and only if a • — = 0.

[••• r = f(«),« = ^(f)]

dt
Proof. Let us suppose a(r) has a constant magnitude.

I a(r) I = a (constant)
a • a = (constant)

da da ^ da 
—+ —•a = 2a-—• 
dt dt dt

or
‘I / ^— (a • a) = a • a • b = b • a]
dt

a • a =
|(a.a) = |(»^) = 0.

Since

da .^ = 0.2a. —= 0 or a
dt dt

daConversely, suppose a • — = 0, then we get

4(..a)=a.^ + *.a=2.. 
dt dt

■V (a • a) = 0 or a • a = constant , 
dt

I a = constant or | a i = constant.

Theorem 2. The vector function a(t) is constant if and only t/“r = 0.
dt

Proof. Let us suppose first a(r) is a constant vector. Let a(r) = c where c is a constant vector,

da
1-■ a.b = b.a]

dt dt

Hence proved.or

then
a (r + 8r) = c.

a (f + 5r) - a(f) = c - c = 0.
Divide by 8t and taking the limit as 5r —»0, we get 

a (r + Sr) - a(f) _ ^
lim

5t8(->0 
^ = 0.
dt

f = 0.
■dt

a(f)=ai {t)i + a2 (07 + ^3 (0
da da\ da^'' da^

= + +

day « da2 ^ da-x''
-^i + -^j + ^k = 0 
dt dt '' dt

da-,
. This implies = 0. = 0, — = 0.

Therefore aj, a^. A3 are all constant.
A » A

Hence a(r) =.Oi i + aij + 03 i is a constant vector-

Theorem 3. If the vector a has a constant magnitude a, then a and — are perpendicular,

Conversely, suppose
A A A

Let

'•^ = 0
dt

da, dai

A

daprovided ttO.
dt

Proof. Since, we have that | a | = a (constant), then 
a • a = I a 1^ = (constant)

da da . da — + —-. a = 2a • —• 
dt dt dt

|(a-a) = a. 

4(a.a) = 4(a') = 0.
I

and
dt dt
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Algebra. Triga/ianieiry and Vecior.-; da da t •
2a • — = 0 or a • — = 0.

dt dt
da da

This implies vector a is perpendicular to —' provided 

Theorem 4. If a vector a is a differentiable vector function oft, then

*0. •
dt

/ada''d a X — = ax
dt^dt dt

Proof. Since, we have that
d , .. db da .— (axb) = ax — + — xb. 
dt dt dt

c^a da dad { da^ a X — d da^ 
dt dtA '.(

da da + —X —= ax —+ —x~ 
dt dt dt dt ■

= ax —
dt dt

da da ^ . , r— x — = 0 i.e.. cross product or tv.'o some= a X
dt^

vector is zero

Theorem 5. The vector a(/) has a constant direction if and only if
da „ax —= 0-
dt A

Proof. Suppose a(r) has a constant direction. Let a be the unit vector along a{i) and 
a(f) I = a, then A

a(r) = aa. 
da d , 
dt dt' 
da da'' 
dt dt

(aa)
A

daa A-a
dt AA \

^da ^ da dada da A

a + a = — axa + aax —a X = a X
dt dt dt dt dt

da d a
.(1)a X a Xor dt “ dt

ax-=:0
A

*.* axa =
a

Since a has a constant direction, then 3 is a constant vector, and thus we have

da = 0.
dt
da = a (a X 0) = 0.a X
dt

da
Conversely, suppose a x — = 0. then from (1)dt

d^^ da = 0 or 3x^ = 0
= 0 or a x ...{2)a a X

dt dt dt

[•,• a = n3]
Since 3 has a constant magnitude, then by theorem (1), page 234

A da 
0 • ~r dt

= 0, ...(3)

From (2) and (3), we get
^ = 0.
dt

This implies 3 is a constant vector and hence a has a constant direction.

• SOLVED EXAMPLES
A A A

Example 1. Ifr = (2 sin t) i + (3 cos t)iAt k,find
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Ditfereiuialioii und Inltunuii'ii of Kct /cc.vdrdr(0 (iOdt di

dh
(<v)m dt^d?

A A

Solution. Since we know that i, j, k are constant vectors, so
A

^ = 0.
AA

di
ir^'dt

A A A

r = (2 sin 0 ' + (3 cos t)} + ik.
^ = (2 cos;) I - (3 sin t)j + k. 
at
^ = "^(4 cos^ f + 9 sin^ t + 1) =

= 0 and
dt

(I)
A A A

(ii) dt
(f'r ^ ^

dt dt

A Ad A A A

(2 cos i - 3 sin j + k) 2 sin ?/ - 3 cos tj.(iii)
dt^ dr

d^T V(4 sin^ r + 9 cos* 0 = V(4 + 5 cos^ 0-(iv)
di^

A
Example 2. If r be a unit vector in the direction of r, prove that

A dr I 
rx —= -- r X 

dt r
Solution. Since r is a unit vector along the vector r, so we have 

T = r'r

dr
• where r h= r.

dt

A
...(1)

I r I = r.
Differentiating w.r.t. t of both sides, we get 

dr d , \

dr dr dr
— = r — + -r r. 
dt dt dt

...(2)

^ dr dr A
^Jt^Jt^

"ctr dr
+ — r X r = r

drNow rx —= rx
dt

. \ dr dr (rr)x — + — rrxr 
dt dt

(•.• r = r?)A
= rr x

dt dt
dP

= r^ r X ^ + 0 Cross product of same vector
'' '' AXIS zero i.e., rxr-0)

dr

dr2A ar = r r X — 
dt

rx^ = \rx^' Hence proved.
. dt dt

' A , A

Example 3. If r = (cos nt) i + (sin nt) j, where n is a constant and t varies, show that 
drrx — = nk.

A

dt AA

d iAA

Solution. Since i and j are constant vectors so — = 0, ^
A A

r = (cos nf) i + (sin nt) j.

= 0 and

...(1)
Differentiating (!) w.r.t. 't\ we get

dr A A
— = - n (sin nt) i + n (cos «f) j. ...(2)
dr

AAdrrx — = rx[-« (sin nt) i + n (cos nt)j]Now
dt
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A A A A
Algebra, Trigonometry and Vectors [From (1)]= ((cos nr) i + (sin nr) j] x [- n (sin nt) i + n (cos nt) j)]

= (« cos^ nt) ixj - n (sin nl)jxi
, A t ''

= n (cos' nl)k + n (sin" nt) k
^ A A

A A AAA

[•.' jxi = -k and ixj = 4] 
('.■ COS" nt + sin" iii = 1)(cos^ nt + sin^ nt) nk = nk

dr A

Hence, • r x — = n
dt

• TEST YOURSELF-1

If r - (f + 1) / + (r + f + l); + (f’ + r+ J find ^
dP

If a, b are constant vectors, to is a constant, and r is a vector function of the scalar variable 
t given by

1.

2.

r = cos tor a + sin tor b.
Show that

d^ dr7 + co'r = 0 
d?

(i) If r is a unit vector, then show that

(i) (ii) rx = (03 X b-
dt

3.
dr drrx —

dtdt

A

(ii) If r X = 0, show that r = constant.
If r is the position vector of a moving point and r is the modulus of r, show that

dr dr 
^'dt'~''dt'

If r is a vector function of a scalar variable t and a is a constant vector, differentiate the
following with respect to t:

.... dr (it) rx

4.

5.

- V 3 dr(tv) r r + axr X a(i) r X a 

where | r^ = r.

(iii)dt dtr • a

<fr d\ 
dt^'dt^ ■

A A A

6. If r = sin ri + cos r; + rk, find

ANSWERS

^ d\dr '' ''^ = i + i2t+l)j + {3t^ + 2i+[)k.
A A

1. = 2y + (6r + 2)<;
dt^dt

d^rdr5. (i) —xa (ii) rx
dt^dt

dr dr
— xa rfr dhdt dr 3 drr + r — + a X(iv) 3r^(iii) (rxa)

(r.a)' dt dt dt^r • a

• 13.9. INTEGRATION OF A VECTOR FUNCTION
Let F(r) be a differentiable vector function and let f(r) be its differential coefficient, then

d (F(r)) = f(r), ...(1)dt
Therefore the integral of f(r) is F(r). Consequently we can say that integration is the reverse 

process of differentiation.

f(r)rfr = F(f). -.(2)
This is an indefinite integral and the function f{r) which is being integrated is known as

integrand.
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;

Moreover, let c be a constant vector which is independent of t, then (1) can also be written Differeniiaiion and Iniegraihn ofVecian
as

|(F{r)+c}=f(0.

Jf(0dt = F{r)

This constant vector c is called constant of integration, since this vector c is taken to be 
arbitrary so the integral given in (2) and in (4) is therefore indefinite, integrals. •

If f{/) is defined over the closed interval [a, b], then the integral given in (5)

•••(3)

...(4)+ c.
I*

f(/)tir=[F(0 + c]^ =F(fe)-F(a) ...{5)
Ja

is calW the definite integral and a and b are called limits of integration.
REMARK

>■ If f(0 =/i (0 '■ +f2 ‘J +/3 W ft- then
f(r) di = rj/, (0 dt+jjf2 (0 dt+k J/3 (0 dt.

.ii

Some Imoortant Results:
db da . . ,a* —+ —-b ar = a*b + c 
dl dt

!• /
1.

where, c is a constant of integration.
db <fa . , ,ax —+ —xb dr = (axb) + c 
dt dt

2.

where c is a constant vector.
^2a • dt = + c3. dt

Here, c is a scalar quantity.
(dadt= ax— +c.rr Sa^4. ax

dt^ dt I

Here, c is a constant vector of integration, 
f db'lc( d'b^

5. r dt = + c.a x a x
dtdt

Here, c is a constant vector of integration.
db'6. a X — (ft = (a X b) + c.dt

Here, c is a constant vector which is constant of integration.
7. If c is a constant scalar and a is a vector function of t, then

ca dr = c J a dt.

• SOLVED EXAMPLES
Example 1. Interpret the relations

dr . , dr .r • — = 0 and r x — = 0. 
ds ds

dr ^ = 0.Solution. For r • = 0 =» 2r-ds ds
Integrating w.r.t. s, we get(• .•

2r-^ldj= Qds
ds

r^ = a (constant) ^ r has constant magnitude.or
Thus r describes a circle.
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Algebra, Trigonometry and Vectors dr drAgain, for r X— = 0 => r and are parallel.
ds ds

drAlso — is a unit vector along tangent. 
ds

T has constant direction that the tangent at every point is along r. 
Thus r describes a straight line.

i> 1
Example^. = (i + 1) i+ (i^+i + 1)J+ (i^ + +1+1) k,find ^

Solution. Since f(r) = (f + 1) i + (r^ + r + l)y + (/’ + + r + 1) k, then

[(/+ 1) i + (r^ + f + l)y + (f^ + r^ + r+ \)k]dt
<•)ri

fit)dt =Jo Jo
e IAT' Ar'

(t^ + t-H)dt-¥k ^ ii^ + t^ + t+\)dt

''ft^ r'-

= i {t+l)dt+j
JO Jo

s 1 Is i

A A , A
Example 3. If r = 5t‘ i + tj -1 k, then prove that

dV

+ t= i
Jo 0

p1( AA A
<if = -14i + 75y-15Jl:-rx

dt^Jl
A A A

Solution. Since r = 5r i + tj-rk, then
dr '' '' i''10rj+;-3r^fc 
dt

A A
= 10i-6r k.

= (5r^ i + r/-X (10 f - 6r it)
,AA AA tAA AA

= - 30r^ J X t + lOr; X J - 6t^ J X it - lOr k x i 

= 30r^; - lOr It - 6r^ i - lOt^j = - 6rN + 2Qt^ j - lOr k.

(-6r^ I + 20/^ y - 10rit)dr

r,A,A.A-2 A A A
= -2f^i + 5/*y-5rH =-14i + 75y-15it.

/r
again

dt^
dh

r X
dt^

' dh 1*22
^ dt =Now rx

dtJl Jl

-■I

• STUDENT’S ACTIVITY
1. If r be a unit vector inthe direction of reprove that 

A dr 1 _v dr^i —»
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1

2. If 5r^r +then prove that

iA
dt\

Dijferenliation anil Inlegraiion of Vci toi-i

1*2/
if/ = - 14f+ 75;- 15kFl<

•'l V

-

• SUMMARY

• Vector Function : f^t) = /i (f) t+fz (t) J +fi (t) k.

• Differentiation of/fr) , w.r.t., t:

lim7tf+Sz)-7to
<* 3r-*0

w.r.t. t• Integration of m)
-» db(i) ax —r di = ^

dr )
+ c, if a^is constant

dt
M /

dt = {axb)-\-c, '\ia^is constant vector.(ii) dt

• TEST YOURSELF-2

1. Iff(r) = (f-f^)i'+2/^7-3it,find

(i) Imdt
1*2

f(/) dt.(ii)
Jl

= b, where a and b are constant vectors.2. Integrate a x
d^

dh3. Find the value of r satisfying the equation = ra + b where a and b are constant vectors.
dp-

A A A

2i-j + 2k , t = 2
AAA

4i-2j + 3k , 1=3

r.^1<it=10.'
dt

4. Given that r(f) =

i»3
show that

J2

’ * A , A A
^ {s' i + e j + tk) dt.

A , A A , A A

If r = z I -1 j + (z - 1) t and s = 2z i + 6z k, evaluate

5. Find

6.
e2 el

(i) r-sdt (ii) r X J <fz.
Jo Jo
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ANSWERSAlgebra, Trigonometry and Ikolors

A 5
(11) --i + y;-3*.

3. r = 7r^a + '^f^b + fc + d 
6 2

15 A
1. (i) y.y

V

2. axr = y^b + rc + d

A I A 1 A

6. (i) 12

OBJECTIVE EVALUATION 
> FILL IN THE BLANKS :

-J-SlK + Ci +

40^ 64^ 
(11) -24jry; + y* ‘ t, '

db1. ^(axb)=ax-y+...........

The derivative of a constant vector is equal to the........
If a has constant length and ^ ^ 0, then a and ^ are

2.

3. dl dt '09'/ n lO ‘
da4. The vector a{f) has constant magnitude iff a • ~ is equal todt

> TRUE OR FALSE :
Write ‘T’ for true and ‘F’ for false statement:

da1. If a • y = 0, then { a {is constant.

2. If I a I = constant, then a x — = 0.

(T/F)

dl (T/F)
A A dr3. If r = cos 3r i + sin 3/y, then rx— =3.

dt (T/F)
2r • ^ dt = r^ + c.4.

dt (T/F)i

> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate one :

d1. If (}) is not a function of /, then — (itm) equals :dt
da(a) * (b) ^ da(c) (ft (d)adl dt dt dt

daIf I a I = constant, then a •

(a) 1

If I a I = a, then a • ^ equals :

2. . is equal to : dt
(b) 0 (c) 2 (d) - I.

da3.
dt

da da(a) a— (b) a (d) None of these.(c)dt dt
daIf t a I = constant, then a x — is equal to ;4.»■ dt

(a) 0 (b) -1 (c) 1 (d) a.

ANSWERS
FUl in the Blanks :

da A A A

1. =^xb 2., Null vector 3. Perpendicular' 4. 0 5. - 14 i+ 75; -15 I:
dl

IVue or False :
1. T 2.T 3.T 4.T

Multiple Choice Questions:
1. (c) 2. (b) 3. (a) 4. (a) □□□
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Gradieni, Divergence and Curl ^UNIT

GRADIENT, DIVERGENCE AND CURL
LEARNING OBJECTIVES

Partial Derivatives of Vectors 
Vector Differential Operator V 
Gradient of a Scalar Field 
Some Formulae Related to Gradient 
Solved Examples
• Test Yourseff-1 
Divergence of a Vector Field 
Curl of a Vector Field 
Laplacian Operator 
Solved Examples
# Student Activity
• Summary
# Test Yourself-2

li *

LEARNING OBJECTIVES
After going through this unit you wrlll learn ;

About the partial derivatives of the vectors.
Differentiation operator
How to calculate gradient of scalar, divergence of vectors and curd of vectors.

• 14.1. PARTIAL DERIVATIVES OF VECTORS
Ixt X = f (x.y, z) be a vector function of three scalar variables x,y, z. The first order partial 

derivative ofr with respect to x is given by
dr f(x + &*, V, z) - f{x, y, z)lim » if this limit exists.

&i-*0

Similarly we can find first order partial derviatives of r with respect to y and z respectively 
and are denoted by ^

During the differentiation if y and z are treating as constant, then is regarded as ordinary 
derivative. Likewise we can find higher order partial derivatives.

fix

• 14.2. VECTOR DIFFERENTIAL OPERATOR V
The vector differential operator is defined by the formula 

3 * 3 <> 3 A

Obviously, V is a vector quantity. This vector V is read as nabla or del.

• 14.3. GRADIENT OF A SCALAR FIELD
Let fix, y, z) be a scalar point function which is defined over.some region R in space and also 

differentiae at each point (x, y, z) in R, then the gradient affix, y. z) is defined as
.. 3fA 3fA

Geometry and Vectors
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Gradient,' Divergence wid Cnrl
|^o,|=o,|=o
Vf=^'i + ^j + ^k = oUoj + Ok = <i. 

dx ay oz
■ Conversely, suppose V/= 0. Then we have

■' dx dy^ dz
^ = 0^ = 0.^
3x ’ 9)' 3z

Hence, z) = c (constant).

{-.• J[x,y,z) = c)

= 0.

REMARK
► V(f-^) = V/-V5
>- V(c/) = cV/, where c is a constant.

where 0 V (x, y, z) € R.rf
• SOLVED EXAMPLES

AAA

I r I where r = .rt + yj + at, prove that 
Hi) = ^

(iv) Vr" = n/^'V

VAr)=r(r)l^hr(r)I^Ur(r)^k

Example 1. //r =

(i) Vy(r)=/'(r)Vr

(Hi) Vfir) X r = 0 
Solution. (I) Since we know that

...(1)

dr ^
or

[using (i)] [Remember] 

(by definition of gradient)

y/(r) =nr) Vr
„ dr 9r (' 3r f (ii) Vr = -^i + -^j + -^k

T ~xi + yj + zk.
T\^ = X^-Vy^ + Z^ 

r^ = x^ + / + Z^
^ _x 9r_2 
dx r dy r dz r

-i + ^j + -k=-(xi + yj + zk) or Vr = -

Since

r| = r)(•-•or

Vr =

[from (i)] 

. [from (ii)]

y«r) =/'(»:) Vr 

=f'(r)-^

(iii)

fir) (V rxr = 0) 

[from (i)]

rxr = 0y/(r)xr=-^

VA'-) =f'(r) Vr. 
Ar) = >^-

Now

(iv) Since
Let

V Vr = -rVr"=nr'"'Vr = Mr"-1
rr

= n/'-'^r 
Vr^ = nr^'^r.

Example 2. IfJ[x, y, z) = 3:^y - y^z^.find grad fond | gradfl at (1, - 2, - 1). 
Solution. Since we know that

or
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Algebra, Trigonometry and Vectors grad/=V/=|?+|;+|J

= I (3^y - ,V) ?+1 (3,^ - ,V);+1 O^y - ,V) J
= 6^ i + (3^^ - 3y^2^) y + (- 2>'^z) i

At(l.-2.-l) A A

grad = -12j-9y-16i 
I grad/I = V144 + 81 + 256 = V4^.

r- 2 AAA 03
Example 3. If y,z) = xy z and f(jc, y, z) = xzi- xy j + yz' k, show that —-—

dx^Bz

(
and

W at •
(2,-l,l)u4r+2/

Solution. ^ = xyz^t-X^yhj + xyVk.

^ m = 2xyz i - z'y’ j + 2xy\ k

(([if) = 4xy\ i -2xy^j + 2yh k

3^ , A ,A
■^^m = 4yhi-2y^f

At (2, - 1,1)

= 4 (- if (1) U 2 (- if > = 4^+ 2i'.

• TEST YOURSELF-1
1. If z)=x^y + y^x + z^, find V<t» at the point (I, I, 1).

“y AA«A 0^
If =x yzi-2xz j + xz k. i^{x,y. z) = 2z i + yj - x k, find the value of —

at(1.0.-2).
3. If I r I = r where r-xi+yj + zk, prove that

0) vfil= '

(fX({))
dxdy

A A

(ii) Vlogr = ^ (iii) Vr ^ = -3rV3r r r\ J

ANSWERS
A A A A

1. 31+3y + 2jt 2. -4i-8y

• 14.5. DIVERGENCE OF A VECTOR FIELD
Let V (jT, y, i) be a differentiable vector function, where x, y, z are cartesian co-ordinates in 

space and let V'j, V2.1^3 be the components of\, then the function

3a: dy dzdiv V = ••(1)
is called the divergence of\.

Since we have that the differential operator

V = v, Uv^j + V^k.
3Ki 3V2 3V3 
3a: dz

and the vector

Then V. V = ...(2)

• From equation (1) and (2), we get 
div V = V . V.

Hence, divergence of a vector function V can also be written as V-V. Consequently 
divergence of a vector function is scalar because dot product ofV and V gives a scalar quantity.
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.■Gradieni,,Divergence and Curl
i• 14.6. CURL OF A VECTOR FIELD

Let V (i, >’. z) be a vector function of x, y, z, where ^x, y; z are right handed cartesian 
co-ordinates in space and let ■ ,

V (.x,y,z) = V{{x,yfz)i'+ V'2-(x,y,z)y + V3'(x,Vz) ' '
be a differentiable vector function. Then the function

AAA
i ‘•j ^ k 
± ' d_ d_
dx dy dz 
V, V2 Kj

^dVi 9^3"^ ^
17 ~ 9x

I', i in',.

IS V 1J •'/ •- i.'i A 1. . .. -.1
I

•• fU<J

i ••• 't * U « 0 - 
. A I 7 -

• ■> s
curl\ = Vx\ =

r >■ ':b

9y dz
dVj .9V'| A 
9x • Sy I

is called the curi of the vector function V or the curl of the vector^field defined by Curl \ is a 
vector quantity. • iHSl . 

'i-i
.nr. - .,4 f -( I

* 14.7. LAPLACIAN OPERATOR
If the function/(x. y, z) is a twice differentiable scalar function, then we have

Since grad/is a vector function, then' 
( d '■

div(grady)= ^j +

. > if '

d A d aA ^^A3t^A ^ A^voiU nt-i s-v ,<]u ...xii: 
dyi'^.dz , ■ .dx'^dy^'^.dzfyy,, , i -'t

d^fd^fdy.(d\d^-^d^]/^f 

, 9r 9y^ 9z 9y 9z.

«•'

; »•
( a */ :. . ' r '

• div (grad/» = vy.
Thus R.H.S.'of (1) is the Laplacian of /Consequently the'Lapiadan is defined as

9' 9' ill
d^\/ dz^y '

Hence is a Laplacian operator.
Laplace Equation : The equation vy=0 is called Laplace’s equation.

-..(1)'

■ 7- f

'>■ .7 ■• SOLVED EXAMPLES r \7^ 7
Example 1. Prove the followings :

(it) curlT = 0
. / / t.- / .-’V-

((■) div r = 3 V i' r7' t'. • < 'A A A «
where r = xi + yj + zk.

Solution, (i) Since div r = V • r
fd '' d '>

Iv'i-
A

^ i .4
g A A . A A
■^k • (x i + ;•> + zk)

J , ■. t. f '

=i^+i^+i^=.i+i+r.=3//•" v
9x 9y 9z . . - ’A - ^ ■ ' '

dx dy I ••
(ii) Curlr = Vxr /j' ♦ 7 X •\Vi

•_ yh h] ik i'k]fh\"'k.]^
9yt,9z dz 9x 9x^-9y: •:

.'tii

A A A
kJI

£ £' £ 
dx 1 'dy dz^ * ■ , /

y zX

S :" -A AA
!(0-'0) + ';(0-0) + i(d^0).=i0.;''- I-' t= I

Example 2. If a is a constant vector, find 
(it) curl '(r x a).(j) div (r X a)

A A A
where r = xi + yj + zk.

AAA ,
Solution. Let a = nj 1 + a^j + 03 it be a constant vector, then . 1 (-*
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Algebra, Trigonometry and Vectors ffir) -nr) ^ Inry^ 

=nr)¥-J{r).’

=7/'w+ : . 1t^ r

(r

Hcncc. VVlr)=/'(r) + ^/'{r). 1
*

Example 8. Prove that /'r is an inotalional vector-for any value of n bui- is solenoidal if
rt + 3 = 0.

Solution. Since we know that if a is irrotational. then 
Vxa = 0

y X(/r) = (grad r'^xr + r''curl r
» I ■= n/ grad r) x r + 0

- ' I
['.' curlr = 0 

^ V'‘gfadr= -
"

(•.• vector product of two same vectors is zero)

»

n/ xr
r

>
s/ir"'* r X r = 0

Hence, /r is inotational for any value of n. 
Further since if a is solenoidal. then V • a = 0 

y • (f^ r) = (grad r'*) • r + / V 
= (nr"'' grad r) • r + 3r"

• V

= n/-'- .r+3/'

1

;v' /
1/ ^; r = 3] 

•/ grad r = -r r
s.

*nr"*^rT + 3f^
= n/''^(^+3/
= n/+3r" = r"(n + 3).

If n + 3 = 0. then y • (/r) = 0, and hence /'r is solenoidal.' ^

' ’■ ' (v'r'r^r'l
• • s j ,

t ■ f

\w

f.

• STUDENT'S ACTIVITY
If r= I rf, rfeA3 + >7 + Oi:, then y/(r) (f'{r) = Vr.1. / '

/k t

V.* 4

t' f

k. •*
Profe that: y . (5^ i?=^(yxaf-o^(yx^.2.

t>
f • r

t ,

/ •r ■ /<
1 « ,« »

. i- V r• / . . j >
s>

* >
iI 1 ■ f
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Gradient, Divergence and Curl
• SUMMARY
• Gradient of a scalar field ;

• Divergence of vector field
^ ^ dV^ dVi

div K=V .7=^ + ^ + — 
dx dy az

where V^= ^1?+ vj' + V'ji
• Curl of a Vector field

dVi

A* kI J
A-:>A ‘A
dx dy dz 
V, V2

curl 7= V X 7=

7= V,?+ V2/+ Vjk

• TEST YOURSELF-2

1. If f = x^y t- 2xz j + lyz k, find
(i) div f
(ii) curl f
(iii) curl curl /

2. If f = i + lXyzj-lyz k„ then at the point (1,- 1,1) find
L,;. ^(i) divf
3. If f = grad (;c^+7+ z^-Sxyz), find

(ii) curl f.
4. (i) Determine the constant X so that the vector

f = (x + « + (y - 2z) y + (x + Xz) *

(ii) curl f

(i) div f

is solenoidal.
(ii) Find the constants a, b, c so that the vector

A

f = (x + 2y + <jz) i + (hx - Sy - z) y + (4x + cy + 2z) k 
is irrotational i.e., curl f = 0.

A A A

Show thal the vector f = (sin > + z) * + (j: cos y-z)j-^ix-y)k\s irrotational.
/

Show that ^ =0.
^ -

A A

5.
6.

ANSWERS

(ii) (2x + 2z)i'-(x^ + 2z)X
A A

(ii) curl { = -i-2k 
(ii) curlf = 0 

(ii) a = 4,fe = 2.c = -l.

A

1. (i) 2>-(x+l).
2. (i) divf=9
3. (i) div.'f = 6(x + >'+ z)
4. (i) X = -2

OBJECTIVE EVALUATION
► FILL IN THE BLANKS :

A*dx''*'dy^'^ dz------ "
2. If j r I = r, then Vr is equal .to
> TRUE OR FALSE :
Write ‘T’ for true and ‘F’ for false statement:
1. V/(«) =/'{«) Vu.
2. Vi() • t/r =
3. If V is solenoidal, then curl V = 0.

(iii) (2*+2)y

1. Vs il; is a vector

a/F)
(T/F)
(T/F)
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Algebra, Trigonometry and Vectors 4. If V is irrotational, then div V = 0.

> MULTIPLE CHOICE QUESTIONS ;
Choose the most appropriate one :
1. Gradient of a constant scalar field is equal to :

(a) 0
2. is equal to ;

(a) r
3. If I r I = r, then r V r is equal to :

(b) 2r
4. If a is a constant vector, then grad (r • a) is equal to : 

(b)-a

(T/F)

(b) 1 (d) None of these.(c)-I

(b) 2r (c) 3r , (d) - 2r.

(a) -r (c)r (d) 0. i ■

(a) r (c)0 (d) a.

ANSWERS

Fill in the Blanks :
1. Differential operator 

True.or False :
1. T 2. T 3. F

' Multiple Choice Questions : 
1. (a) 2.(b) 3.(0

2. V(fg)

4.F id

4. (d)

□□□

4

7
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Gauxs'.s, Sloke's TheoremUNIT

GAUSS’S, STORE’S THEOREMS
LEARNING OBJECTIVES

# Oriented Curves
# Line, Surface and Volume Integrals
# Solved Examples 

# Test Yourself-1
9 Gauss Divergence Theorem 
9 Solved Examples 

9 Test Yourself-2 
9 Stoke’s Theorem 
9 Solved Examples 

9 Student Activity 
9 Summary 
9 Test Yourself-3

LEARNING OBJECTIVES
After going through this unit you will learn :

9 About Gauss’s and Stoke’s Theorem.
9 How to calculate the value of the integral using Gauss's and Stoke’s Theorem.

• ORIENTED CURVES
Let us consider a curve C in space and orient the curve C by choosing one of the two directions 

along C as the positive direction, and the opposite direction along C is then called the negative 
direction.

Let A be the initial point and B the terminal 
point of C under the chosen orientation. 
Therefore we may now represent the curve C by 
a parametric equation

AAA

r(s)=x(s)i+y(s)j + zis)k
where s is the arc length of C and for the point 
A, s = a and for the point B s = b, hence 
a%s<b.

(i) Closed curve. If the point A and B 
coincide as shown in fig. 1 (ft), then the curve is 
closed. (b)

(ii) Smooth curve. If r{s) is continuously 
differentiable and its first derivative is different 
from zero vector for all values of s and the curve C has a unique tangent at each of its points, 
then the curve C is called smooth curve.

Fig. I

^2
♦

t-3 c;

Ffe.2
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Algebra. Trigonomeiry and Vectors (ui) Piecewise smooth curve. A curve C which is the composition of a finite number of 
smooth curve, is called piecewise smooth curve.

In the adjoining fig. 2 the curve is composed of four smooth curves C\. C2, C3 and C4 hence 
the curve is piecewise smooth.

(iv) Smooth surface. A surface S over each of its points a unique normal may drawn and ! 
the direction of each normal depends only on the point at which it is drawn, is called smooth 
surface.

(v) Piecewise smooth surface. A 
surface which is composed of a finite 
number of smooth surface, is called 
piecewise smooth surface.

(vi) Simply connected domain. A 
region (or domain) in which every closed 
curve can be shrunk to a point with out 
crossover the boundary of the region, is (a) Simple Connected 
called simply connected domain. Otherwise
the region is called multiply connected 
domain.

(b) Multiply Connected

Fig. 3

• LINE, SURFACE AND VOLUME INTEGRALS
(i) Line integrals. Let. f(x,y,z) be a given function which is defined at each point of the 

curve C andy, 2) is continuous function of s and let P be a point on C 
with co-ordinates (x(i),y(s), z{j)). Thus/(j. y, z) is written as f(P). Now 
divide the curve C into n parts in an arbitrary way and letting 
P,, P2,..., P„-1, P„ = B where A and B are the end points of the curve C.

Let us divide in the interval a<s<b such that 
fl = ig < ij < J2 < • • • < Jn =

Now choose an arbitrary point between each portion i.e., between A 
and P|,P| and P2 and so on. Let Qi be that point between A and P|, Q2 
between Pj and P2 etc. and form the sum

S„= 1. f(Q„)As„.wheTt.As„ = s„-s„
m a 1

Now for «'= 2, 3,4,..., and the greatest As„ —»0 as n —»o®, we get a
sequence of real numbers S2, Sj, 54.......  The limit of this sequence {s„) is
•ailed the line integral of f along the curve C from A to B is denoted by 

. c 2) ■
In most cases the representation of C will be of the the form 

r(f) = x(r) i + yit)j + z(r) Tq < r < r,

- !•

then we have
fb

fix. y,z)ds = /[j:(j),y(5), z(j)]dr ...(I). c Ja

fb eh dsand /[A:(^),y(r).z(j)]dr /WO.yW.zW] dt. ...(2)dtJa Jto

In particular, suppose r(/) is the position vector of (x. y, z). then
AAA

r(t)=xi + yj + zk
and let r = Tq at A and t = ti at S and suppose

FC-t.y. z)=fii+f2j+f}k
is a vector function and continuous along C. Let s be the arc length of the curve C 

i.e., 3 = arc AP, then
dr
7s = ^

is a unit tangent vector at the point P(a:, y, z). Thus the component of f along this tangent is 

f • -r- Therefore, we haveds
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Cnii.v.viv, rhftin'iiipBf /•Bdr''
^■Js ds = f-* = {■dr.

JA JA Jc

{■dr = ^(f\dx +f2 dy +fi dz). ...(3)Jc
Since x = x(t]. y = >>(0, z = z(/). Ihen

f-*= Z.^+Ai+A^ dt. ...(4)
Jc J'a

Hence (2) and (4) are equivalent.
REMARK

If the curve C is simple closed curve, then the integral 
circulation.

f-rfr is known as the► Jc

(ii) Surface integral (double integral). Let S be a surface of finite area and let/x, >', z) be 
defined over this surface S which is single valued function. Now divide the whole surface S into
n surface elements of areas ASj, AS2......AS„....... . AS„. Let us take an surface element of area AS„
and choose an arbitrary point P„, inside AS.., and form the sum

J„= L J{PJAS„.
m = 1

No\\’ raking the limit or /i —» “ in such a way that AS„, 0, 
then lliis limit if exists is called the surface integral of f over S and 
is denoted by

Ax^y.z)dS.

It can be shown that the sequence () converges and its limit 
is independent of the choice of subdivisions and corresponding point
P.-

In particular, let S be a piecewise smooth surface and 
f(.*, >, z) is a vector function which is continuous and defined over S.
Let us consider a surface element of area dS enclosing a point P and let n be the unit vector drawn 
at P outward to the element dS and normal to it which is shown in fig. 5.

Thus f • n is the normal component of f at P. Therefore the integral of f • n over S can be

L f-n<fS = /L f-rfS
JjS

dS = n dS.
A

If n = /14-»!_/' + ji k, where I, m, n are the direction cosines of normal which makes the angles 
ot, (3 and y with the positive axis i.e., I = cos a, m = cos 3, n = cos y.

AAA

Let f(x,y,z)=/, i+/2;+/3*. then
_ ^ f • n dS = _ (fi cos a +/2 cos 3 +fi 7) dS.

Since we have cos adS = dy dz, cos 3 = dz dx, cos ydS = dx dy.
,, j f • n dS = j {fydydz+fidzdx+Adx dy).

(ill) Volume integral. Let V be a volume enclosed by a surface S and lety(x, y, z) be a point 
function defined over V. Now divide the volume V into n subvolume element of volumes 
AV,.AV2......AV,
such that/PJ y„, z„) and form the sum

written as

...(1)

where

AV„ and choose an arbitrary point P„ {x„, y„. z„) in each of elements AV'„,- !•

J„= ^ AP„) AV„
m * 1

for n =2,3,4...... an taking greatest AV„ —»0 as /i Then we get the sequence J2, ... .
If the limit of this sequence (J„) exists, then this limit is called the volume integral of f over the 
volume V which is denoted by

E Ax, y. z) dV.

This limit is independent of the choice of the subdivision of V, if V is piecewise smooth 
volume. Therefore we can take the volume elements in the form of urboids whose edges are parallel 
to the co-ordinate axis. Then dV = dx dy dz. hence
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JIv y. z) dV = ///^ fix, y, z) dx dy dz.Algebrn. Trigonometry nrui Vectors

REMARK
> If f(j:, y, z) is a vector function, then the volume integral of f(A:, >’, z) over V is

JJj, f(j:, >>, z) t/V.

• SOLVED EXAMPLES

Example 1. Evaluate xy^ ds, where C is the segment of the line y = 2x in the xy-plane 

from A (- 1, -2, 0) ro fi (1,2,0).
Solution. Taking the curve C in the following form '

A A

r{l) = ti + 2tj,i-\<t<[).
dr '' A

Vds cfr * 
dt dt

I A A A A ,—
^[(< + 2y)-(/ + 2y)] =>/5.

dt

On C, xy^ = i (2r)^ = and therefore

t^dt = S'S~ j

Example 2. Evaluate F • <fr along the curve Cx^ + y^ = 1. z = I in the positive direction 
from (0, 1,1) to (1,0, 1), where

I 16Vrxy^ds = S'J5
5Jc J-1 -1

AA A

F(x, y, z) = (2x + yz) i + xzj + {xy + Iz) k.
Solution. Let A (0,1,1) and B (1,0, 1) be the points on the curve C :

2 1 AAA
X +>> =1, z=l and r = xi + yj + zk

A A A A A A

F -dr = [(2x+yz) i +xzJ + (xy + 2z) /:] - (dx i + dyj + dz k)
= {2x + yz)dx + xz dy + (xy + 2z) dz.

eB
F-dr = [(2x + yz) dx+ xz dy + {xy + 2z) dz]

JC JA

cO/•I
(•.• z=\=idz = 0)= {2x + y)dx+ xdy

•*0 J1

f'vri>]

(2x + Vl
Jo

(V x^ + /=l)dy+
Jl

f I 1* II VT
Jo

dy-x^ dx-2xdx +
0 Jo.

fx)dx
Jb

eb fb,ni
ft)dtfx)dxX

-b Ja Ju

f '' 2'' 2Example 3. Evaluate F • <ir, where F = 2ixy i- y j and C is the curve y = 2x with

xy-plane from {0,0) to (1,2).
Solution. The parametric equations of the given curve i.e., the parabola y = 2x^ can be taken 

as X = r. _y = 2/^.
At the point (0,0), x = 0 and so r = 0 and at the point (i. 2), x = 1 and so r = 1. 

dx
Again = 1 and = 4r

dt dt
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A A A A Gnu.\\\, Sl(>ke \ Theoreniand dr = dxi + dy j
^ F-dr = J^ {2xyi-y^j).{dxi + dyj) 

= 1^ Oxydx-y^dy)

[••• r = ^ j + >>7]

/•I . dx idy' dt
Jf = 0

/•I
(3 . t .1^ , 1 - 4rV 4/) dt

■ J/ = 0

!• I t^
(6f^-16/^)t/?= 6,t-16.t 

4 6

= 6_i6 ^ 3 _ 8 ^_7 
“4 6 "2 3“ 6'

e AAA A^A A

Example 4. Evaluate ¥ -dr where ¥ ■= xy i +yzj + zx k and curve C is t = t i + fj + r k 

and - 1 <f< I.
A A A AAA

Solution. Since r = ti + t j +1 k is given bul r = j: i ty; + z /t, then x = t, y -1^, z =
dr '' ''^ = i + 2tj + 3rk. 
dt

dt
K /

A A A

F = jy I + yzy + za: = / i + r y + r k.

F. ^ = (r^' + r^y + r** It). (i + 2ry + 3?^ 
dt

= t^ + 2t^+3t^ = t^ + 5t^.

Jt = o -1=0

and

/•I
F-* = -.(1)

C J- ]

and

From(l)

c 1 •
3 , 6s J _i_i io_io

"4 4''’ 7 " 7F-dr =
JC J-1 -1

• TEST YOURSELF-1
1 r 2^3^ 2Evaluate F • dr, where F = j: i + y j and curve C is the arc of the parabola y = jr' in the

jy-plane from (0,0) to (1, 1).

If F = {itP' + 6y) i - \dyzj + 20irz^ k, then evaluate F • dr from (0,0, 0) to (I, 1,1) along 

the curve C
x = t,y = t^,z = t^.

]i¥ =y i -xj, evaluate F • dr from (0,0) to (1,1) along the following paths C :

(i) The parabola y =
(ii) The straight lines from (0, 0) to (I. 0) and then to (I, 1)
(iii) The straight line joining (0,0) and (1,1).

f AAA
Evaluate F • dr, where F = yz i + zxy + xy /t and the curve C is the portion of the curve

A A A

r = fl cos t i + b s\T\t j + ct k from r = 0 to f = 7t/2.

A A
3.

4.

ANSWERS

7 I1. 2. 5 3. (i) -|- (ii) - i, (iii) 0 4. 012
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Algebra, Trigononeiry and Vectors • 15.3. GAUSS DIVERGENCE THEOREM
Theorem. Lei V be the volume enclosed by a closed and bounded piecewise smooth surface 

S and let F(a;, y, z) be a vector function which is continuous and has continuous first pariUil 
derivatives in U Then

divFt/V'= . F-ndS ...(1)

where n is the outward unit normal vector the surface S.
A A

Cartesian form of (1). Let F = Fj i + F2j + F^k and suppose the outward unit normal vector 
n makes the angle a, P and Y with the positive axes of x, y, z respectively. Then cos a. cos 3 and 
COSY srs the direction-cosines of n, we have

AAA

n = cos a i + cos Py -i- cos y k.
F • n = F| cos a -t- F, cos p + Fj cos y 

9Fi dFi dF-}
9j: ^ dy .. and dV= dx dy di­

al
and div F = -I-

Thus {!) becomes

fff
J J J V dx dy dz (Fi cos a + F2 cos 3 + F3 cos y) dS.dx dy di = ...(2)

JJs

Proof of divergence theorem. We shall first prove the theorem for a special volume V which 
is bounded by a piecewise smooth 
oriented surface S and has the property 
that any straight line drawn parallel to any 
one of the co-ordinate axes and

nZ A

intersecting V has only one point {or one 
segement) in common with V.

Then V can be represented by 
fix, y) < z < g(x. y)

■»n

^2
/

n...(3) 
This R is thewhere (x, y) e R. 

orthogonal projection of V in the » V

xy-plane. Obviously z =fix.y) represents 
the lower part ^2 of S and z = y) 
represents the upper part Sj of S and there 
may be a remaining vertical part 53 of 
5 has shown in fig. 15.

R

First we prove that Fig. 7

Tf
. JJv' 92- dxdy dz = F3 cos Y dS. ...(4)

J5

Since F(A:. y, z) is continuously differentiable in V and using (3), we have

■f fZ = g(x,y)
dz dx dy

. JR Jz-fl-x.y) az
9F3

- dxdy dz =
Jjjv dz

-i: = SU. >)
F3 (a:, y, z) dx dy.

JJR —.=Ax.y)

ftr dF- dxdy dz= f 
JJR

F^[x, y.fix, yfidxdy.F3 [x. y. ^(a:. y)] dx dy ...(5)Jv dz JJR¥ ¥

Now, we have
I j F3 cos ydS = F3 cos Y dS. ...(6)F3 cos ydS + F3 cos ydS +

•S3

Since on the portion S3 of S (he outward drawn unit normal vector makes an angle 7t/2 with 
z-axis, then cos Y = 0 on S3. Thus

[ F3 cos Y ‘^•S = ^ 0 .dS = 0. -a)
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Cau\.\'.\, Slakes TheoremOn the portion Sj of S the outward drawn unit normal makes an acute angle y with positive 
2-axis and the equation of Sj is z = g{x, y). Then 

cos ydS = dx dy.
F-i cos Y = JJ^ F-i [a:, >>, g{x, y)] dx dy -(8)

and on the portion Si of 5 the outward drawn unit normal vector makes obtuse angle y with' 
positive 2-axis and the equation of Si is z =fix. y). Then

dxdy.cos y dS
Fj cos ydS = - JJ^ Fj [x, y,J[x, >)] dx dy. ...(9)

Using (7), (8) and (9) the equation (6) becomes
F3CosYdS = JJ^ Fj [Ar.y.gCx,)')] -JJ^ F3[x,y,J[x, y)] dx dy.

From (5) and (10), we obtain
Tf ^

. JJv dz

...(10)

I I

- dx dy dz = F-i cos y dS. ...(11)JJs
Similarly taking the projection of S on the other co-ordinate planes, we have

■ff ^
, JJv dAT dx dydz= Fj cos a dS ...(12)

JJS

» A A
dxdy dz= Fi cos p dS.JJJv/ 3y JJ5

Now adding (11), (12) and (13), we gel 

'11
dy dz

...(13)and

dF| dF
- dx dy'dz = (Fi cos a + Fj cos P -i- F3 cos y) dS 

¥ is
+V 3a:I •* •

„divFtfK= ,¥-ndS.

Hence proved the theorem for special region V.
Gauss Divergence Theorem for any Region V :

Let V be any volume which is not a special volume bur can be subdivided into finitely many 
special volumes by drawing auxiliary surfaces. Now apply above theorem to each special volume 
and adding the result for each part. On the left hand side of this result we obtain the sum of.volume 
integral over parts of V and which gives the volume integral over V. On the right hand side we 
obtain the sum of surface integral over auxiliary surfaces plus the sum of the remaining surface 
integral. In this side the surface integral over auxiliary surfaces cancel in pairs and the 
remaining surface integrals give the surface integral over the whole boundary S of V.

or

• SOLVED EXAMPLES
Example 1. If ^ and V both are two harmonic scalar point functions and are continuously 

differentiable in V enclosed by S. Then
9(t>

'*'dn
T fx 3tif dS = 0.

JJs

Solution. From example 1, we have
J ^ ((j) V V - ¥ s “ V ^<t>) • n ^5.

3\|/3(1> n. Then we haveSince V4, = |;^n, 7^=^^

dur 3b'’

Further since and ¥ I’oth are harmonic so that = 0 = hence we obtain 

JJS dn dn

fft
(•.• n.n=l)dS =<5J5

• I

dS = 0.
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Algebm, Trigonometry and Vector.? Example 2. Prove that ^ V <|) i/K = ^ (J) n rf5.

Solution. From Gauss’s divergence theorem, we have
„ div FdV= , F • n 

jjjv JJS

Now assuming F = 0a, where a is a constant vector, then
div F = V • (0a) = V0 • a + 0V . a = V0 • a V - a = 0)
F • n = (0a) • n.

...(1)

and
From (1), we have

V0. a cfV = JJj 0a • n

■ 11/^ V0dV=a-J/^ 0nd5

■ 0^ V0<iV-JJ^ 0nd5l = O.

Since a is an arbitrary so we get
, V0dl/ = |/^ 0ndS.

Example 3. Using Gauss’s divergence theorem evaluate
j [{x + z}dydz + (y + z) dz dx-\-{x + y) dx dy']

where S is the surface of the sphere x^ + y^ + z^ = 4.
Solution. By Gauss’s divergence theorem, we have 

J5 [(-« + z)dydz + iy + z) dz dx + {x + y) dx dy'}

* * * “ d ' 3 3 ' rrr
= ^ ^ (x + c) + ^ 0 + z) + ^ (j: + y) dxdydz=^l^,2dxdy dz

= 2 I ^ dV, where V is the volume of the sphere = 4

JJJv

or a

or a

3= 2

• TEST YOURSELF-2
1. For any closed surface S, prove that

j curl F • n <fS = 0.

If F = V0 and V^0 = 0, show that for a closed surface S

0F.nrfS.

80 dy
dn dn

2.

JJ K

3. If 0 and V are harmonic in V and 

For any closed surface S, show that

on 5, then 0 = \|/ + c in V where C is a constant

4. i

(i) /Jjn8S = 0, (ii) J j r X n = 0.

4. Using the divergence theorem, show that the volume V of a region bounded by a surface S is 
V = ]\^ X dy dz = ]\^ y dzdx = ]]^ zdx dy

= I {xdydz + y dzdx + z dx dy).

• 15.4. STOKE’S THEOREM
Let Shea piecewise smooth oriented surface in space bounded by a piecewise sinooih simpl 

closed curve C. Let F(a’, y, z) be a continuous vector fimction having continuous first partial 
derivatives in a region of space in which S lies interior. Then 

• ^ (curl F) • n 85 = ^ F • 8r

where C is taken in counterclockwise direction and n is a outward drawn unit normal vector to

V

...d)

s.
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Gausx's, Sroke'x Thcon-niProof. We shall first prove Stoke’s theorem for a surface S which represented simultaneously 
in the forms of

z =Kx- y)^ y = six, z). ^ = h{y. z)
where/, are continuous functions and having continuous first order partial derivatives.

Let AAA

n = cos o: r + cos p /' + cos Y <■ 
be dutrward drawn unit normal to the surface S which makes the angles a, P. y with positive 
co-ordinate axes respectively, and let

AAA

F = F| j + F2j + F-i k.
A A

J k
d d d
dx dy dz
Fi F2 Fj

'dFi ^ 
dy dz

V v' V y
Let P{x, y, z) be any point on C whose position vector is

AAA

T = x i + yj + z k.

A

I
A dFi dFi'' 

dx dy
''fdFj 8F2^ ■^f^F| 3F3

dy dz
+ kVxF = = I dz 8x

dFi 3F| 
dy

9F| dF- 
dz dx

- cos p +(V X F) • nand cos a + cosy.

A A A

dr = dxiy dyj + dzk.
F - dr = Fidx + F2dy + F^ dz.Thus

Now the equation (1) becomes 
T IfdFj dFj 

. J5 3y dz dx' dy
dF, dF1cos a + cos Y

...{2)= }(• {Fidx+F2dy + Fjdz).

First, we shall prove that 

T
. Js 3z

Let F be the orthogonal projection of 5 in the xy-phne and C be its boundary which is 
oriented in positive direction as shown in fig. 8.

2 A

3F, -.(3)cos P - Fi dx.cos Y =3y C

D

: Y

i’

c

*y

R

c*

Fig. 8
Using the representation z =fi,x, y) of 5. we may write the line integral over C as a line integral 

over C as follow ;
F^(,x.y,z)dx = j^» Fi[x,y,/{x,y)]dx = j^* [Fi[x.y,'f[x,y)] dx+ 0 dy].

We now apply Green’s theorem in the plane to the functions F^ [a:, y,/[x, y)] and 0. Then we
have
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Gauss's, Sloke's TheoremThe proof of this theorem can be extended to a surface S which does not satisfy above 
conditions but can be decomposed into finitely many surfaces Si,S2. whose boundary are 
C], C2, • • •, C„. To each surface this theorem is applied as follows :

F • dr = . (V X F) • D dS

F • dr = , (V X F). n dS,

49

//j (VxF).adS.Fdr =

On adding, we get 
F • dr + F-dr+ ... F-dr

= /ls, (VxF)-nd5+//^ (VxlO-ndS'+...+f/j (VxF)-ndJ 

F ■ dr = JJj (V X F) • n d5.

Hence Stoke’s theorem is proved for any surface 5 enclosed by a closed curve C.

or

• SOLVED EXAMPLES
Example 1. Prove that J_ (bdr= , dSxVd.

Solution. Let F = $8. where a be any arbitrary constant vector. Then by Stokes’s theorem 
F-di- = //j (VxF).ndS.

{(^a).dr = JJ^ (Vx((^)).ndS

= _ j (V(l) X a + (>V X a) • n dS

= (,V4> X a) • n dS

= IJj (V(j) X a). dS.

^ a • (<1) dr) = a • (dS X V^)

^ $ dr - j dS X V(J» =0.

(_■: Vxa = 0)

or a •

Since a is an arbitrary constant vector, then 
^ <J) dr = ^ dS X VtJ).

Example 2. Using Stoke's theorem prove that:
(ri) curl grad (t> = 0.

Solution. (1) Let Fbe any volume enclosed by a closed surface S. Then by Gauss’s cL . -;'fence

jj div (curl F) dV = j (curl F) • n dS.

Now divide the surface 5 into Sj and S2 in a closed curve C. Then 
^ (curl F). n dS = L (curl F) • n d5i +

d J 6 J* 1

Using Stoke's theorem, we get
j j (curl F) • n dS = /^ F • dr - F • dr

(1) div curl F = 0,

theorem
...(1)

(curl F) • n dS2.

(Negative sign is taken because positive direction 
along the boundaries of two surfaces are opposite)

= 0.

Thus the equation (1) becomes
///v div (curl F)dF=0.

Since the equation (2) is true for all volume V, hence

...(2)
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Algebra, Trigonometry and Vectors div curl F = 0.
(ii) Let S be any surface enclosed by a simple closed curve C. Then by Stoke’s theorem 

(curl F) • n = /^ F ’ dr.

F = grad 0.
^ (curl grad (&) ■ndS = grad <(> • dr.

Let

...(1)
A

Since t=xi + yj + zk.
A A

dr-dxi + dyj + dzk.
A

grad ^•dr= ^ i + + ^k\-(<h:i + dyj + dzk)Now

= ^dx^^dy + ^ 
ax ay az

J^. grad(ti-dr = J^ d^ = 0 

Thus the equation (1) becomes

dz = d^.

(■-■ C is closed curve)

(curl grad $) • n = 0.

Since S is an arbitrary surface, and the equation (2) holds for any S. Then we have 
curl grad (1) = 0.

...(2)

• STUDENT ACTIVITY
1. Using Gauss's theorem, prove that

V(fi dV
0 A

^n^dS.
JJJv •fJS

2. Using Stoke’s theorem, prove that
I* « »

dSxV^
JC I tf s
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Gauss'i, Sioke'a Theorem
• SUMMARY
• Line, Surface and Volume Integral:

f{x (_s).y{s),z{s))ds(i) f{x,y,z)ds^
JC V a

{fidydz +/2 dzdx +hdxdy)

»^ i* V I

F.l^dS

(ii) f'.rdS
JJs JJS

4 .

/(x.y,z)dV =(iii)
JJJVJJJv

• Gauss's Theo^e^^ Let V be the volume enclosed by a closed and bounded piecewise smooth 
surface S and let F (j:, y, z) be a vector function which is continuous and has continuous find 
partial derivative in V. Then

re ^
divFdV = F.nyS

JJJv ' JJS

where ^is the outward unit normal vector to the surface S.
• Stoke’s theorem: Let S be a piecev^e smooth oriented surface in space bounded by a piecewise 

smooth simple closed curve C. Let F (x, y, z) be a continuous vector function having continuous 
first partial derivatives in a region of space in which S lies interior. Then

f.dF^(curl .l^dS =
JS Jc

where C is taken in antidarkwise direction and «ts the outward unit vector normal to the surface 
S.

• TEST YOURSELF-3
• Prove that/^ r • dr = 0.

Prove that ^ V\|; ■ dr =, [Vij) x V\|;] • n dS.

Prove that ^ (p Vy • dr = - V V(> • dr,

OBJECTIVE EVALUATION 
>■ FILL IN THE BLANKS :
1. The integral ^ F • dr is called...........

2. IfV^(J) = 0. vV = 0.then

1
I

3.

■ f f. dtu
dS =

JJS

3. If S is a closed surface, then - curl F. n d5 =

> TRUE OR FALSE :
Write ‘T’ for true and ‘F’ for false statement:
!• The value of the integral ^ r • n d5, where S is.a closed surface is 3V, where V is enclosed

<T/F)by S.
I j* I

5 an
I V0 fdV.2. If (p is harmonic in V, then dS =

JJJvV < a/F)
(F»ii)d5 = /J/divFdK

3. (T/F)

4. Any integral which is evaluated along a curve is called surface integral.
> MULTIPLE CHOICE QUESTIONS :
Choose the most appropriate pne :
1. The formula J V. F dV = F • n dS is governed by :

(T/F)
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Algebra, Trigonometry and Vectors (b) Gauss’s theorem 
(d) None of these.

A ; A A

2. If S is any closed surface enclosing a volume V and F = x i + 2yj + 3z k. then the value of the 
integral F • n is equal to :

(a) 3K 
(c) 2K

(a) Stoke’s theorem 
(c) Green’s theorem

(b) 6^ 
(d) 6S.

ANSWERS
Fill in the Blanks :

1. circulation 2. 0 3. 0
IVue or False :

1. T 2. T 3. T 4. T 5. T 
Multiple Choice Questions :

1. (b) 2. (b)

□□□

(

I
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